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Summary

Section 1: Introduction
Experiments have a rich history. From some of the earliest scientific breakthroughs, through to the new institutions of policy evaluation, experiments have played a central role in social and technological change. Section 1 of this report explores this history, and the role that experiments can play in public problem-solving today.

Section 2: What is an experiment?
Section 2 outlines three basic experimental designs.

• Randomised experiments are often considered the ‘gold standard’ of evaluation. New designs are making them easier to run, more sensitive to context, and better at helping us tackle complex problems.

• Non-randomised and quasi-experimental designs are a growing range of approaches that use inventive designs, ‘big data’ and statistical methods to put policy to the test.

• Pre-experimental approaches are being used to explore and develop novel ideas – and find out if new solutions are feasible in practice.

Section 3: An inventory of experimental approaches
Our inventory provides a framework for thinking about the choices available to an agency, ministry or organisation that wants to experiment. Section 3 describes each design in plain language, highlights great examples and useful applications, as well as the limitations of different designs.

<table>
<thead>
<tr>
<th>Randomised experiments</th>
<th>Non-randomised and quasi-experimental designs</th>
<th>Pre-experiments</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. The basic RCT</td>
<td>12. Regression discontinuity design (RDD)</td>
<td>16. Pre-post test</td>
</tr>
<tr>
<td>4. A/B test</td>
<td>15. Synthetic control</td>
<td></td>
</tr>
<tr>
<td>5. Cluster randomised trial</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6. Stepped wedge and wait-list designs</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7. Cross-over design</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8. Multi-site trial</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9. Realist trial</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10. Hybrid trial</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11. Adaptive trial</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Section 4: Useful resources
This inventory serves as an introduction to a wide range of experimental approaches. For those who want to learn more, or get support doing an experiment, we provide a list of further resources.

The annexes
Experimentation jargon buster
Annex A clarifies the more technical language used in the report. Words that feature in this glossary are written in italics.

Some common criticisms of RCTs
Annex B covers some common criticism of RCTs – and responses.

What is experimentation in policy or practice? And why is an experiment worth investing in? What can an experiment tell you? And when or where might it fall short?

Answers to these questions are often complicated and unclear. This inventory provides an antidote: a catalogue of experiments of different shapes and sizes, and simple advice on the pros and cons of different designs.
What’s in this inventory?

This inventory is about how you can use experiments to solve public and social problems. It aims to provide a framework for thinking about the choices available to a government, funder or delivery organisation that wants to experiment more effectively. We aim to simplify jargon and do some myth-busting on common misperceptions.

There are other guides on specific areas of experimentation – such as on randomised controlled trials – including many specialist technical textbooks. This is not a technical manual or guide about how to run experiments. Rather, this inventory is useful for anybody wanting a jargon-free overview of the types and uses of experiments. It is unique in its breadth – covering the whole landscape of social and policy experimentation, including prototyping, rapid cycle testing, quasi-experimental designs, and a range of different types of randomised trials. Experimentation can be a confusing landscape – and there are competing definitions about what constitutes an experiment among researchers, innovators and evaluation practitioners. We take a pragmatic approach, including different designs that are useful for public problem-solving, under our experimental umbrella. We cover ways of experimenting that are both qualitative and quantitative, and highlight what we can learn from different approaches.

At Nesta, we are interested in both the theory and practice of experiments. We have run several of our own, as well as working to grow their use in new policy areas and exploring novel platforms like experimental testbeds and funds. In 2009, we ran one of the earliest randomised controlled trials on a business support scheme, a kind of innovation voucher called ‘Creative Credits’. It has spawned many similar initiatives around the world. A few years later, Nesta launched the Innovation Growth Lab (IGL), the biggest global partnership supporting and running randomised controlled trials on economic, innovation and industrial policy. IGL has supported the investment of more than $2.8 million in experiments with organisations in 26 countries. Nesta’s Innovation Skills team provides training for public servants internationally, with a focus on problem-solving, and has published guides that aim to make some of the tools covered in this report, like prototyping, more do-able for practitioners in government, charities and foundations.

The Alliance for Useful Evidence is a UK-wide network hosted by Nesta, dedicated to championing the use of evidence in social policy. In 2015, we published Better Public Services Through Experimental Government, which made the case that government must rigorously and systematically put policy to the test – or risk stagnation. With Nesta, we have worked to promote and embed experimentation within policy and practice, launching the UK’s What Works Network. In our work with partners, advising governments and foundations on how to test new ideas, many asked us for a comprehensive guide that brings different experimental approaches together.

This inventory draws on lessons from a broad range of experimenters – professionals in charities, change-makers in frontline services, researchers in academic institutes, and decision-makers in government – who are pioneering the use of experiments to create better solutions to the challenges of the twenty-first century.

Our focus is primarily on social policy – but we also share lessons from medicine, public health, business and international development. Some of our discussion focuses on our experiences here in the UK. But, we have aimed to look internationally, to learn from experimenters around the world.
Section 1: Introduction

Experimentation has a rich history – a history that, in many ways, has shaped the trajectory of science and society. From Galileo’s use of rolling balls to explore the laws of physics, through to the thousands of trial-and-error experiments conducted by Thomas Edison to create the first lightbulb, trying things out in practice has been a cornerstone of scientific and technological discovery.3

As science and social science matured, experiments came to play a significant role in underpinning the philosophy of science, which investigates the best ways to develop valuable new knowledge. Karl Popper argued in his 1959 The Logic of Scientific Discovery that to be scientific, theories must be falsifiable – that is, science shouldn’t be murky, confusing or circular. Popper argued that to do science we must put bold and imaginative ideas to the test, improving them ruthlessly through empirical investigation.4 To develop robust ideas we must constantly try to prove ourselves wrong. But experiments aren’t only about distinguishing fact from fiction – they are tools for exploring the unknown. As social psychologist Karl Lewin wrote of his early experiments, “if you want truly to understand something, try to change it.”5

Experiments have entered the mainstream in science, medicine and some areas of international development. In health, innovation and experimentation now go hand in hand – from trials that develop effective treatments, through to tests of new approaches at the frontline of services. In 2019, three pioneers of randomised experiments – Esther Duflo, Abhijit Banerjee and Michael Kremer – won the Nobel Memorial Prize in Economics. They set up the Abdul Latif Jameel Poverty Action Lab (or JPAL), an organisation which has run more than 1,000 randomised controlled trials to understand how to reduce poverty and has championed the use of the method internationally.

Business has caught on too. Among the largest financial institutions, retailers and restaurants in the US, at least a third are running randomised experiments.6 A/B testing is now the standard (although rarely advertised) tool used by Silicon Valley to improve its online products.7 Companies like Amazon and Google run tens of thousands of experiments a year.8

Experimentation is however still rare in government decision-making in the organisations, services and areas of policy that tackle the most pressing problems that face our societies. Whole swaths of domestic public policy – like skills and employment, policing and crime, and almost all science and innovation funding – remain relatively untouched by experimentation. This inventory sets out the tools we have available, and how experimentation can become mainstream in how we solve public problems.
Why experiment?

What makes experiments useful

Experiments share common characteristics that make them especially valuable for science and problem-solving. They break down big issues into smaller questions that can be more manageably investigated, in a way that is structured and transparent. They do this by establishing a clear idea, carefully defined, which can be tested or trialled. Experiments have an unambiguous structure: fixed timelines, limits and checkpoints are established, at which results are assessed and decisions made. These are agreed at the start and can’t be changed at whim or manipulated to suit the experimenter. This is why experiments have for centuries been so highly prized: they set out a process for systematic and transparent learning. They aren’t PR stunts, which guarantee positive outcomes to be used for show, but generate practical new information to help shape wise choices. These attributes have long been recognised – and provide an unbiased foundation for policy and debate. Professor Alvin Roth, Nobel Laureate and former President of the American Economic Association, has written that experiments can ‘speak to theorists’, ‘search for facts’ and ‘whisper in the ear of princes’.

Learning from failure – a more humble approach

Experimentation allows us to learn positively from failure. Amy Edmondson at the Harvard Business School argues that we should make a distinction between good and bad failure. Good failure is part of the unavoidable process of learning and exploring. Bad failure, Edmondson tells us, is preventable failure, that doesn’t result in new learning. This distinction contains useful lessons for teams faced with tough choices and uncertainties, and requires a more reasonable attitude to risk from decision-makers and leaders.

An experimental mindset advocates humility: we must take a more humble approach to learning empirically about the world, rather than assuming that we know all the answers already. British political scientist Gerry Stoker has argued that experiments are useful because they help break up complex issues into tractable questions that can be explored and investigated. Probing and experimenting may be the best way to learn in complex, uncertain systems – although we still have much to learn about how to do this well.

Finding out what doesn’t work, as well as what does

Crucially, experimentation means being transparent about what doesn’t work, as well as what does. There is no avoiding the challenges this brings; and it may mean taking a more honest approach – what Jen Gold, Head of the Cabinet Office’s What Works Team, has called ‘open-by-default’ – recognising in public that you don’t have all the answers, and need to test out your ideas. Dr Gold points to the Canadian government’s Experimentation Works programme (Box 1) and the US’ Office of Evaluation Sciences (OES) as exemplars of this attitude.
Box 1: Experimentation Works: ‘open-by-default’ learning in Canada

“How do we put in place systems that help everybody experiment?” Canada’s Treasury Board Secretariat houses a growing Innovation and Experimentation Team, with a mandate to support experimentation across the Government of Canada. Director Nicholas Chesterley, along with another of Canada’s central agencies, the Privy Council Office, is leading Canada’s strategy on experimental policy – and searching for a more open approach.16

Experimentation Works (EW) aims to build public servants’ capacity in experimentation through a learning-by-doing model. Cohorts of public servants work on experimental projects, and EW shares practical learning and examples, and ensures open access to learning materials, progress updates and results. It works by connecting project teams with each other and with experts, where groups learn together and share experiences.

This open approach is helping departments and agencies identify gaps in expertise, lack of capacity for partnerships, and where and why teams struggle to take successful experiments to scale. It’s helping them learn more quickly about the nuts and bolts of what experimenting means in practice. One example is Health Canada’s PRODisy experiment team, who are running A/B tests on their website to see if changes in layout and language can improve incident reporting rates.17 They have come across some unexpected bumps in the road, and lots of what they have learnt is practical – like how best to work with colleagues in different areas of the department, and how to know when you need expert advice. These insights are now captured and available publicly on the EW blog.18

Holding decision-making to account

The taste for ‘big bang’ policymaking that often seems ubiquitous in government – the big policy announcement, the unstoppable rollout – is being challenged. Universal Credit seems a prime example of this political grandstanding in action – a benefits system overhaul ostensibly piloted by the UK Government, but hailed as a flagship policy, a ‘once-in-many-generations reform’, before it was trialled.19 It now threatens to fail its proponents spectacularly.20 The risks of over-investing in untested policy are obvious. The political, reputational and economic costs are high, as are the chances of preventable failure.

Experiments teach us to take a different attitude, summed up in the ‘test, learn, adapt’ mantra coined by the Behavioural Insights Team. Here, failure can be embraced as intelligent, structured and mitigated – although not always without discomfort.21 This approach aims to build an effective product and service from repeated trialling, testing and evaluation. Starting small can allow organisations and departments to give innovations a better chance of success and provide a more cost-effective way of developing new ideas, trying them out in practice to see if they are worth investing in. It also allows us to learn more about innovations, tweaking and improving them before they are rolled out to communities.

Examples of this approach are now reaching policy, like the trial of Magic Breakfast run by the Education Endowment Foundation, the Department for Education and the Behavioural Insights Team, which grew from a test of breakfast clubs in 106 schools to an investment of £26 million in morning clubs in more than 1,770 schools, focused on the most disadvantaged areas.22 But these examples are rare.
What's in our toolbox?

This inventory shows that we have more tools to hand than ever. But do we always know which to use, and when? Nesta’s innovation spiral maps the process of innovation. Starting with identifying opportunities and generating new ideas, it shows how innovations can be grown through a testing and learning approach. Experiments don’t come out of nowhere, and are only relevant at certain key moments in the lifespan of an idea. To build solutions worth testing, we must draw on past evidence and conduct new research. This groundwork is what helps us come up with a promising idea, as well as helping us set our hypothesis—the research question that an experiment aims to answer. Experimentation becomes most important when we already have a clearly defined idea and want to develop it, try it out in practice, or see whether it works.

Some of the pre-experimental methods we cover in this report—such as prototyping—are a good fit for the earlier stages on the innovation spiral (1 to 4); they help us explore new ideas and come up with hypotheses. Later in a project, when a policy idea or service is being trialled or grown, quasi-experimental or randomised experiments might be more appropriate. Experiments are also crucial at the point of growing or scaling ideas (6 on the spiral). They tell us what worked and what didn’t, where something can be improved, and how money should be invested. Can something that seemed to work in Manchester also work in Aberdeen, Cardiff or Belfast? We should aim to replicate experiments—run them in different times and places—to learn about how to grow, scale and adapt our ideas.

Figure 1: Nesta’s Innovation Spiral

Source: Nesta
The important principle is ‘horses for courses’ – matching your challenge to the right type of experiment. To help you here, you can get a feel for the benefits and downsides of each approach in Table 1, which summarises all 18 experimental approaches in our inventory.

The world of experiments can be tough to navigate. Anyone who has been involved in policy development or evaluation will know it can be divisive territory. Randomised controlled trials (or RCTs), the so-called ‘gold standard’ of impact evaluation, are like the British sandwich spread Marmite – people tend to either love them or hate them. But polarised opinions do not often help us make appropriate choices. A wise approach is to be open to the breadth of methods, but to think carefully about which ones are best suited to getting the answers we need. Few researchers now would advocate the same approach to running experimental evaluations as the ‘randomistas’ of the 1960s. We should be clear about the value of randomised experimental designs but also be aware of when more flexible approaches may be advantageous.

A very brief history of experiments in decision-making

From 400 years ago, thinkers like Sir Francis Bacon, in his book *New Atlantis*, began to apply these ideas to the principles of government. He argued that we must challenge the common-sense assumptions we gain from everyday experience by testing and learning, and set out a radical vision for an experimental state. But it was centuries until the ideas and principles of science were applied to making policy and creating social change.

Governments have however embarked on experiments of many kinds; in a sense, most governments are constantly ‘experimenting’, trying out new things, but without learning from them. Many of the catastrophic consequences brought about by irresponsibly ‘trying stuff out’ on whole populations are catalogued in the book *The Blunders of our Governments*, which covers many of the huge UK policy failures resulting from untested ideas, from the Poll Tax to Individual Learning Accounts. Despite the promise of experiments to help us be more effective and efficient, many organisations and governments have failed to embrace a mindset of testing and learning.

In fact, it was in agriculture that the experimental method was first systematically applied to planning. At the Rothamsted Experimental Station in Hertfordshire, one of the oldest agricultural research centres in the world, scientists Sir John Bennet Lawes and Joseph Henry Gilbert began the first large field experiment to study how best to grow healthy crops. Seven of these classic experiments continue today. It was in agriculture too that the principles of the experimental method – in the formal terms of social science – were first established, in Ronald Fisher’s foundational work *The Design of Experiments*.

The history of experimentation does, of course, look very different across the world. China, for example, has run many large-scale experiments on major economic policies. Professor Sebastian Heilmann, Director of the Mercator Institute for China Studies, has pointed out that many of the Communist party-state regulations throughout the 1980s and 1990s were ‘experimental’. In 1988, ‘experimental zones’ were set up, like the Shenzhen Special Economic Zone near Hong Kong, which took different approaches to encouraging growth. But these weren’t experiments in the scientific sense of the word – and there was little public evidence or data to share from these policy changes. Practices such as these are so common that the word ‘experimental’ has come to mean ‘innovative’ or ‘radical’, rather than simply ‘untested’.
More cautious, structured experiments first found their way into policymaking in 1930s America, under the leadership of Franklin D. Roosevelt who called for ‘bold, persistent experimentation’ with the social programmes of the New Deal.29 This first era inspired a generation of skilled policy experimenters in the 1960s, ‘randomistas’ like Judith Gueron, former President of the US MDRC (founded in 1974 as the Manpower Demonstration Research Corporation), who fought for reliable evidence to become the basis of government decision-making and underpin the responsible stewardship of public funds.30 In 1971, RAND began a randomised experiment about health insurance, and who should pay for it, in a trial that spanned more than a decade, and remains one of the largest experiments ever conducted.31 At the same time, US social scientists like Donald Campbell argued for experiments to be part of a new approach to government. Campbell’s vision for an ‘experimenting society’ inspired the Campbell Collaboration, which now works to grow the use of experimental results in social policy. But the vision of Campbell and others was not realised. In fact, this first phase of experimentation in government met challenges. Some researchers over-promised on what they could deliver, and policymakers became frustrated with waiting for experiments to yield results.32

After this second wave, experimentation in policy went quiet. Then, in the 1990s, we began to see randomised controlled trials (or RCTs) being used in international development. Organisations like Innovations for Poverty Action and the aforementioned Abdul Latif Jameel Poverty Action Lab (J-PAL) were founded in the early 2000s to answer critical questions about how best to reduce poverty. In 2004, the World Bank set up the Development Impact Evaluation programme, DIME; and in 2006, the Washington-based think tank the Centre for Global Development (CGD) published an influential report, “berating the development community for spending billions of dollars on programmes for which there was no evidence.”33 The infrastructure they put in place has enabled many other development researchers to conduct randomised experiments.

Mexico provided an early example of how experimentation can be done on an ambitious national scale. The social assistance programme Progresa (now called Prospera), which reached more than five million families between 1997 and 2005, took a pragmatic approach to trying out different approaches on the ground and rigorously evaluating them. Providing conditional cash transfers was found to have strong positive effects on education, health, nutrition and poverty. This evidence has helped it survive changes of government – and rebranding – and led to its adoption in other Latin American countries.34 It’s unclear if this political support will survive – Mexico’s ‘model for the world’ is now under threat of abolition, reminding us that even strong evidence can be ignored.35 Here in the UK, political support for experimentation has been slow to develop. After a faltering start, there was some take-up in the early 2000s, particularly after the 2003 publication of HM Treasury’s Magenta Book, a guide on government evaluation.iv

The growing adoption of experimentation in the 21st century

Over the past two decades, we have seen experimentation spread and put down roots, in many countries across the world. In the UK, the What Works Centres have tested how best to deliver value for citizens through effective early years, education, local economic and social care policy. Experiments are also now more widely accepted by the public – the Education Endowment Foundation (EEF) has supported more than 180 randomised trials in over half of English schools.36
Figure 2: The growing adoption of experimentation

- J-PAL is founded at MIT to reduce global poverty. To date they have run over 900 trials in 75+ developing countries
- The first ‘Nudge Unit’, the Behavioural Insights Team, is launched in the UK to develop and test policies informed by behavioural science
- The UK What Works Network is formed, which creates new experimental evidence and makes it useful for decision-makers
- IGL is launched as a global partnership of government agencies and ministries to test innovation and growth policy
- The European Commission launches a new €4m call for innovation agencies to test new pilots using RCTs
- France creates an ‘Experimentation Fund for Youth’ to fund experiments that test youth support policies
- The UK launches the Educational Endowment Foundation, which to date has funded 180 trials with 900,000 pupils in UK schools
- Finland and Canada PMs make experimentation a key political goal, with a PM’s experimentation office and mandating dedicated budgets
- The UK’s Department for Business, Innovation & Skills launches ‘Business Basics’, an £8m fund for RCTs and proof of concept grants on innovative ways to encourage tech diffusion for SMEs

Source: Innovation Growth Lab, Nesta
Experimental teams dedicated to testing and evaluating new approaches to public service delivery now sit in governments across the world including Canada, the USA, Australia, Colombia and the UAE. In Finland, experimentation has been elevated to official government policy, through a team and strategic mission housed at the Prime Minister’s Office. In France, the public policy laboratory Fonds d’Expérimentation pour la Jeunesse has funded experimental youth programmes and evaluations since 2009 – including the ‘Garantie Jeune’ or Youth Guarantee, which has extended unemployment support to young adults. A trial helped the French government understand how best to support vulnerable young people. An increase in financial support meant that after 14 months 40.4 per cent of beneficiaries were in employment, compared with 34.1 per cent of the control group. And in 2015, the Canadian Prime Minister issued a breakthrough mandate letter requesting that departments devote, “a fixed percentage of program funds to experimenting with new approaches.” These teams draw on different methods, from randomised trials to rapid tests, with some focused on policy evaluation and others, like Finland’s citizen-centred model, aimed at building a culture of innovation and participation from the grass-roots. Nesta’s Innovation Growth Lab (Box 2) is working with governments worldwide to bring randomised experiments to an area of policy where billions of pounds are spent each year, but little evidence exists – innovation and growth.

**Box 2: Testing innovation and growth policy**

‘Everyone agrees that innovation is vital to accelerate productivity growth and solve the big challenges of our era. The problem is that we don’t really know what works and what doesn’t (and when), learning from successful experiences in other fields, such as development economics, health and education. IGL emphasises the importance of informed decision-making. For example, they are continuing to investigate the use of innovation vouchers, a popular policy among innovation agencies to connect small and medium-sized enterprises (SMEs) to expert knowledge providers. There is still little evidence on whether they achieve their ultimate goal: spurring firms to establish long-term relationships which help them innovate. IGL has been supporting one of its partners, Innovate UK, to evaluate an Innovation Vouchers programme that has now been closed. Based on the results, Innovate UK will be able to move forward with all the facts at hand and decide whether this is a programme worth repeating.

European governments spend about €150 billion every year supporting entrepreneurs and businesses to innovate and grow. But very little is known about what’s effective to support innovation, entrepreneurship and growth.

In 2014, Nesta launched the Innovation Growth Lab (IGL), a global collaboration that works to systematically develop and test new approaches to innovation and growth policy. They aim to find out what works and what doesn’t (and when), learning from successful experiences in other fields, such as development economics, health and education.

Albert Bravo-Biosca & Lou-Davina Stouffs, IGL
The use of experiments to guide effective social action is being championed, and re-invented, outside of government too. Organisations like Giving Evidence have advocated for charities – and donors – to ‘get smarter’ in how they use evidence to achieve their goals. Charities in the UK have started to embrace testing and evaluation, with pioneers like the NSPCC, The Money Charity and Chance UK using experiments to improve their work with children and young people. NSPCC has conducted the largest multi-site randomised trial of a sexual-abuse therapy programme in the world and is exploring rapid ways of evaluating community-led initiatives.

It’s not only the classic social scientific experiment that has entered the toolbox of the policymaker. Prototyping is an approach traditionally used by engineers, designers and web developers, and is now part of the landscape of policy and service design and decision-making. A famous example of the method is provided by the Dyson vacuum cleaner. First mocked-up from cardboard with a vacuum pump cannibalised from another manufacturer’s product, it went through more than 5,000 iterations before going to market. The idea of using design methods such as this in policymaking is a relatively recent one, encouraged by an agenda-setting book published in 2014 by Christian Bason. Christian is the former Director of MindLab, Denmark’s flagship government innovation lab (now reinvented as the Disruption Task Force). These tools are central to the work of innovation labs, often in-house teams who work with governments to help them adopt an approach that front-loads risk, and embraces ‘good failures’, by trying out ideas early. These Labs now exist around the world. While they aren’t always focused on research and evidence, they have drawn attention to the need to foster the ‘mindset’, as well as methods, of experimenting. One example is Nesta’s States of Change collective, which runs international learning programmes to embed experimental thinking in the day-to-day work of government.

Another set of approaches central to learning about policy are quasi-experimental designs (QEDs), sometimes called ‘queasy’ experiments – after the sense of unease they can instil in purist researchers who prefer randomised designs. These methods have deep roots in social science and statistics, providing ways to test and learn about policy ideas that are already in train or in areas of decision-making where randomised approaches may not be possible. Donald T Campbell, one of the originators of the movement for experimental government we mentioned earlier, was an advocate of these designs – and despite a rather unfashionable status among policy wonks and evaluators, non-randomised approaches have demonstrated their value and utility in many areas of policy. These designs also allow us to exploit unplanned opportunities for learning about social change, in what are termed ‘natural experiments’. These are tests that explore a policy or practice change resulting from a ‘natural’ divergence or external event, like devolution in the UK. The impact of different policies can be compared, such as free tuition fees in Scotland, free prescription charges in Wales, or the introduction of a congestion charge in London.

The benefits of agility and responsiveness in experimental trials are also championed by the ‘nudge units’ which have taken Behavioural Science, a discipline that studies human motivation and action, out of the lab and into the real world. These teams – from Peru’s MineduLAB to Australia’s Behavioural Economics Team (BETA) – have run randomised experiments to improve citizens’ experience of services and are now helping to make the back offices of public sector organisations more intelligent.
In healthcare, where the randomised trial has a history dating back to the 1747 experiment by ship’s surgeon James Lind, there is impressive innovation taking place in how experiments happen and a raft of new designs being used. Many aim to tackle more pragmatically the challenges of learning about complex public problems. Some are designed to help us gain insights across places and populations, through randomised experiments that prioritise building theory and gaining insight across diverse locations (see Sections 3.8 and 3.9). Others value local knowledge, situated in context, that’s responsive to the questions and concerns of patients and professionals. This work points to the limitations of linear models of cause-and-effect, arguing that we need a more nuanced understanding of how social change happens, using a broad spectrum of methods to design, implement, and evaluate innovations. Some of these experiments call on a different ethos of scientific enquiry – emphasising the need to work with (rather than against) complexity, and learn incrementally through trial and adaptation. They also point to the need for greater efficiency in all aspects of public services. Dr Don Berwick, the founding President of the Institute for Healthcare Improvement (IHI) in the US, has argued for a Science of Improvement that aims to raise the quality of whole systems of care. Like the work of innovation labs, these principles emphasise the value of agile project management, and iterative trialling and assessment, to improving organisations and achieving impact.

Finding better ways to learn empirically about making change has meant breaking new ground for applied research and evaluation. In the US, philanthropic donors like The Edna McConnell Clark Foundation are investing in new approaches to experimentation and evidence, grown out of the challenges of creating change through cross-sector partnerships. In Canada, not-for-profits and social enterprises are behind more dynamic approaches to social innovation and R&D (research & development). A 2016 Canadian report called for a new approach to creating social impact through “a combination of competency, culture, and craft that is intentionally applied to continuously learn, evaluate, refine and conduct practical experiments in order to enhance social wellbeing.”

There is much to learn from developments over the past two decades. This inventory advocates openness to the breadth of experimental tools we have at our disposal – and provides a guide on how to make informed choices about which tools to use when, for organisations who want to make a difference on the issues that matter.
Section 2: What is an experiment?

We start with this simple definition from the Collins English Dictionary:

"An experiment is the trying out of a new idea or method in order to see what it is like and what effects it has."\(^{57}\)

As a test or investigation, an experiment has a structure – a systematic process that enables us to learn. And, experiments generate evidence – new information that can be used in decision-making. They are a hands-on learning strategy, that make an organised intervention or change in the world and investigate what happens as a result. Experiments usually involve some kind of control – that is, they hold some factors constant, while changing others, to get a clearer picture of what happens when a change is made.\(^{58}\) They let us try out ideas in practice, refining and improving them over time.

Among experimenters with different types of expertise – researchers, innovators or evaluators – there are competing definitions about what constitutes an experiment. Some would argue that only a randomised trial counts as a ‘true’ experiment, while others would advocate for a looser definition. We take a pragmatic approach, including different designs under our experimental umbrella,\(^{59}\) but are clear about what we can (and can’t) learn from them. When we talk about experiments in this inventory, we do not mean experimental ‘freewheeling’ or ‘just trying stuff out’, but rather systematic learning strategies that make us more effective.\(^{60}\)

Three basic experimental approaches

Three designs underpin all the experimental approaches in this handbook, with the exception of some ‘quick and dirty’ forms of prototyping. There are important pros and cons to each design, and caveats to what we can learn from them. In their own way, each of these approaches aim to create what’s called the *counterfactual*, an estimation of what would have happened if the innovation hadn’t taken place. The *counterfactual* asks, ‘what would have happened to those people who received this innovation, if the innovation had not taken place?’ This is the fundamental problem of causality, and making what researchers call *causal inference*. It’s an issue that randomised experiments address through the use of a control group; quasi-experimental designs using statistical methods; and pre-experimental approaches by using an individual’s past outcomes as their *counterfactual*. Each of these ways of investigating the *counterfactual* – ‘what would have happened?’ – has consequences and allows us to learn about cause-and-effect with different levels of reliability.\(^{61}\) A breakdown of all the technical terms we use in the report can be found in Annex A.
**Randomised experiments**

Randomised experiments aim to test a policy idea or innovation by investigating what difference it has made for the people it is aiming to help. They do this by using a control group; this means that some people receive an innovation, while others don't. By comparing results for the groups who receive an innovation and those that didn't, evaluators and decision-makers can get a clear sense of what the impact of a project or policy has been.

Unlike other kinds of experiment, randomised experiments allocate the control and experiment groups by chance; and this is where the strength of their design lies, in its ability to reduce what is technically termed selection bias. Selection bias results from the experimental and control group being fundamentally different in some (often unobservable) way – and will skew results. When a sample is large enough, random allocation will even out differences between the control and experiment groups, to create a fair comparison. This makes randomised experiments particularly valuable for answering questions about cause-and-effect: because randomisation creates groups that are comparable before the innovation, any group-level differences we observe afterwards can reliably be attributed to the innovation. For this reason, randomised experiments are often described as the ‘gold standard’: their design, when conducted well, creates the fairest possible comparison. They allow us to make strong connections between a cause (the innovation we are testing) and an effect (the outcome we are trying to change). As Figure 3 shows, randomised experiments have the greatest 'causal power': this means that, in general, we can talk about their results with the most certainty.

**Non-randomised and quasi-experimental designs**

Quasi-experimental designs (QEDs) use statistical methods to create a comparison group, allowing us to learn about how an innovation works and what impact it has had. Most textbooks on QEDs are jargon-heavy and highly technical, which doesn't tend to make them appealing to a non-expert audience. We aim to clarify here. In essence, QEDs use various techniques to create a comparison group that is as similar as possible to the group receiving an innovation. This comparison then helps us investigate whether or not an innovation is really making a positive difference.

We include in this category some kinds of experiments that don't fall under the traditional banner of QEDs (researchers can be sticklers for detail), which we call ‘non-randomised experiments’. Regardless, all of these designs aim to create a comparison group that's similar to the experimental group in terms of all of the characteristics we know about that might be relevant to the test – like socio-economic background, voting preferences or age. Some designs will also aim to create groups that are similar in terms of the unobservable characteristics, things that we don't know about, too. Like all research methods, these designs must be done well to yield useful results. A risk with QEDs is that they don't succeed in creating a similar enough comparison group. If this happens, it can introduce bias into the experiment, which may distort the results.
Pre-experiments

Sometimes called a ‘within-subject design’, pre-experiments compare one group of participants before and after an intervention, to see what’s changed. In his book on digital social science Professor Matthew Salganik terms these experiments ‘perturb and observe’ – they make a change in the world, and measure what happens, with a single group. By doing a before and after comparison, these designs use individuals’ past (or ‘before’) outcomes, to estimate the counterfactual. ‘Perturb and observe’ experiments are useful when we are aiming to probe and discover, to shape hypotheses that can be tested more rigorously later. They are also helpful for feasibility testing at the early stages of shaping a new idea: looking at how something could work and getting a better picture of what’s involved. Because they focus on one group only, pre-experimental designs share a common problem: without a control or comparison group it’s hard to know if any change after the intervention is introduced was really caused by it, or by another factor affecting the group in question. When we observe a change in the world, like crime decreasing after the introduction of a new policing strategy for example, it can be hard to isolate the cause of the change. We might hypothesise that falling crime is the result of the new policy, but it could be the result of something else that was happening alongside the intervention – a confounder. This could be a change in poverty, the quality of police work, or just the time of year, that is influencing the outcomes we see. The control and comparison groups used in other types of experiments aim to mitigate the impact of confounders. For this reason, pre-experiments are usually unhelpful for telling us whether or not our idea is effective, but they can help us learn about the ingredients of a successful solution. If innovations developed with pre-experiments show promise, they can be evaluated with quasi-experimental or randomised designs.
Figure 3: Three basic experimental approaches

**Randomised experiment**
- Participants are randomly allocated to receive an innovation, or enter a control group. Changes are measured before and after, and the two groups compared.
- **Control group**: Yes
- **Randomisation**: Yes
- **‘Causal’ power**: High

**Non-randomised and quasi-experimental design (QEDs)**
- Participants receive an innovation, and changes are measured before and after.
- A comparison group who does not receive the innovation is used to see the difference with business-as-usual.
- **Control group**: Yes
- **Randomisation**: No
- **‘Causal’ power**: Medium

**Pre-experiment**
- Participants receive an innovation, and changes are measured before and after.
- **Control group**: No
- **Randomisation**: No
- **‘Causal’ power**: Low

Source: Informed by Salkind (2010) and Salganik (2017)

As we’ll see, there are many variations to these basic designs. In practice, experiments can have more than two groups – there could be three experimental groups and one control, for example. There can even be comparisons within one person – like the ‘n-of-1 clinical trial’ that compares different drugs and their side effects using an individual patient as the sole unit of observation. There are also inventive ways of randomly allocating people to control and experimental groups if dividing the groups in a straightforward way isn’t an option, or when you want to make sure everyone who is eligible can get the innovation; we cover some
of these below. One key design decision is whether an experiment compares intervention and comparison groups both before and after an innovation is introduced, rather than only after (see Figure 4). When possible, taking measures both before and after an intervention is introduced is recommended in experiments – this means we can take any differences between groups into account, instead of solely relying on randomisation to create a perfect comparison. We use the words ‘innovation’ and ‘intervention’ interchangeably throughout this guide – and you might occasionally see the word ‘treatment’, when we give an example of a new solution being tested in medicine.

The concepts in this section can be a lot to take on board. Check in with Annex A, our experimentation jargon buster, for a recap.

Figure 4: Taking before and after measures in a randomised trial
Section 3: An inventory of experimental approaches

This catalogue provides a whirlwind tour of experimentation. It’s not intended to be a fully comprehensive list of experimental designs – our aim is to shine a light on new, important and interesting approaches being pioneered globally.

Table 1 below provides a summary to help government, charities, funders and foundations think about the options and choices available.

<table>
<thead>
<tr>
<th>Design</th>
<th>USP</th>
<th>Pros</th>
<th>Cons</th>
</tr>
</thead>
<tbody>
<tr>
<td>The basic RCT</td>
<td>A straightforward design when you want to test an innovation against 'business-as-usual', and you have the opportunity to randomise who gets what.</td>
<td>Simple design, easy to explain to stakeholders</td>
<td>Not always possible</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Many guides available</td>
<td>Requires you to have control of who gets what</td>
</tr>
<tr>
<td>Multi-arm trial</td>
<td>A trial that tests multiple innovations in one experiment, to see which one is most effective, or to learn about the mechanisms driving the results.</td>
<td>Testing multiple interventions together can be more cost-effective than testing them separately Facilitates the study of mechanisms or comparisons of different theoretical predictions May allow for cost-effectiveness comparisons</td>
<td>Can be more complex or require more expertise Often requires a larger sample (and thus can be more expensive) than a single comparison</td>
</tr>
<tr>
<td>Nimble trial</td>
<td>A test focused on short-term outcomes and operational questions, that aims to quickly get useful information into the hands of decision-makers.</td>
<td>Timely and useful information for decision-making Useful for formative evaluation (how to improve what you do) May be cheaper and faster than many other RCT designs</td>
<td>Not focused on ultimate impacts Often requires you to gather extra data such as surveys A newer approach in the evaluation community, so it may be harder to access support</td>
</tr>
<tr>
<td>A/B Test</td>
<td>A test that compares two or more versions of a service or message, usually online, to see which works better for users and organisations.</td>
<td>Cost-effective High-quality tools freely available online Can be embedded into websites or platforms to improve performance and usability</td>
<td>Largely limited to online use Online tools may still require expert support to use well Can lead to 'tunnel vision', optimising your chosen outcome at the expense of others</td>
</tr>
<tr>
<td>Cluster randomised trial</td>
<td>An experiment that allocates randomly chosen groups of people, rather than individuals, to an innovation. Helpful when individual randomisation isn't an option (such as changing the way a teacher teaches a class and measuring the effect on the pupils) – and when a policy idea aims to innovate at the level of the institution or area.</td>
<td>Allows you to learn about innovations at a local or institutional level Overcomes design challenges with individual randomisation May be more politically acceptable Helps limit spill-overs/contamination</td>
<td>Some design downsides, like higher costs and a bigger sample required If the unit of analysis (e.g. a pupil) is different to the unit of randomisation (e.g. a school) this can mean a slightly more complicated analysis</td>
</tr>
<tr>
<td>Stepped-wedge and waiting list designs</td>
<td>A staggered experiment, in which the roll-out of a policy happens in stages and the control group does, in the end, receive the innovation. Helpful for overcoming political or PR difficulties in running a trial, and when we have good reason to believe that people will benefit from an innovation.</td>
<td>Often more politically acceptable Can have a dynamic model, where early learning informs later tests Everyone eligible gets the innovation being tested</td>
<td>Can be complex to organise Must be possible to control who gets what and when Only informative about short-run changes (as in the long run, both groups have received the innovation)</td>
</tr>
</tbody>
</table>
Table 1: Summary table: experimental USPs (continued)

<table>
<thead>
<tr>
<th>Design</th>
<th>USP</th>
<th>Pros</th>
<th>Cons</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cross-over design</td>
<td>A design in which each 'unit' (usually a person) receives different innovations in sequence. As well as having a randomised control group, each individual acts as their own control: we can compare the relative impacts of different innovations, against business-as-usual, for a person over time.</td>
<td>Longitudinal design means that individuals act as their own control. Comparing innovations in a sequence can be more efficient.</td>
<td>Risk of 'carry-over effect' means it's possible that some of the effects of the earlier innovations might 'carry over' into later tests, and skew results.</td>
</tr>
<tr>
<td>Multi-site trial</td>
<td>Experiments that increase the evidence base by testing in more than one place. Results may be more generalisable, and trials are usually accompanied by qualitative research to understand any differences between how things work and are perceived across the different sites.</td>
<td>Learn more about what works in different places and contexts. Learn more through a joined-up approach across locations. Results can be more generalisable, as are less sensitive to unusual events that happen in any one site.</td>
<td>Takes planning, coordination and lots of resources for research and evaluation. Difficult to ensure the same quality and content of the interventions at the different sites.</td>
</tr>
<tr>
<td>Realist trial</td>
<td>An experiment that aims to create new theory about how and in what contexts an innovation makes an impact, by looking at the underlying mechanisms that generate outcomes.</td>
<td>Tells you more about how an innovation works and for whom. Builds theory on what's likely to be effective in future.</td>
<td>A new approach, limited expertise on running them. May require more time and investment.</td>
</tr>
<tr>
<td>Hybrid trial</td>
<td>An experiment with two goals: to test an innovation and find out how it should be adopted in everyday practice.</td>
<td>Answers problems of routine practice. Helps speed up implementation or adoption of new ideas. Learns more by running two tests at once.</td>
<td>Can have design limitations which could impact on getting reliable results.</td>
</tr>
<tr>
<td>Adaptive trial</td>
<td>An adaptive trial 'plans to be flexible'. Early results modify the course of the experiment, according to pre-planned criteria, making it possible to test multiple interventions or intervention variants more effectively.</td>
<td>A 'learn as you go' approach. Can be used to test multiple interventions or variants of interventions. May be more efficient, and hone in on effective treatments earlier. Can be more cost-effective, as changes to how resources are allocated can be made mid-experiment.</td>
<td>Complex to run, requires much statistical know-how and careful planning. More stringent statistical standards may mean a larger sample size. All adaptation must be planned (or results will be untrustworthy).</td>
</tr>
<tr>
<td>Regression discontinuity design</td>
<td>An RDD can be used where an innovation is delivered to those who fall on one side of an arbitrary cut-off (such as being eligible for a certain benefit if your income is below a particular level). It compares those just above the cut-off with those just below it to estimate the effect of the innovation.</td>
<td>Robust method, good at linking cause and effect. Many opportunities for use in policy and services.</td>
<td>Doesn't tell you about impact for the whole population. Only relevant where such a cut-off exists and isn't used for many interventions at once.</td>
</tr>
</tbody>
</table>

Randomised experiments

Best for increasing confidence about whether or not an innovation is making a difference.

<table>
<thead>
<tr>
<th>Control group</th>
<th>Yes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Randomisation</td>
<td>Yes</td>
</tr>
<tr>
<td>Causal power</td>
<td>High</td>
</tr>
</tbody>
</table>
### Table 1: Summary table: experimental USPs (continued)

<table>
<thead>
<tr>
<th>Design</th>
<th>USP</th>
<th>Pros</th>
<th>Cons</th>
</tr>
</thead>
<tbody>
<tr>
<td>Matching</td>
<td>Useful when there’s lots of data available but it’s not possible to randomise – it creates a comparison group by ‘matching’ people who receive an innovation with similar people who don’t. It’s best if people had little or no control over whether they received the innovation.</td>
<td>Generates lots of useful information about people who might receive an innovation. Can be used when policy rules and conditions make other approaches difficult.</td>
<td>Requires some statistical expertise to run, as well as an evaluation team with good knowledge of the policy area being studied. Relies on lots of relevant data being available and participants not self-selecting whether they get the treatment or not.</td>
</tr>
<tr>
<td>Difference-in-Difference</td>
<td>DiD comes in handy when a policy is introduced in one area or region, but not in another place that’s similar or has comparable trends – and is on a similar trajectory pre-intervention. It compares the change after innovation in the treated area with the change after innovation in the comparison area (hence ‘difference in difference’).</td>
<td>Many opportunities to use this, such as devolved or regional policy differences. Straightforward to understand and explain.</td>
<td>Only works if certain assumptions are met, but they can be tested. Requires data from before the experiment began, or a delayed start so it can be collected.</td>
</tr>
<tr>
<td>Synthetic Control</td>
<td>A data-driven approach useful to understand policy changes that have already taken place, by comparing many individuals, populations and places over time. It may be less susceptible to bias, since it creates its comparison group by blending many individuals or areas together.</td>
<td>Use when the assumptions for a DiD aren’t met. Software freely available. Proponents argue a transparent approach.</td>
<td>A new approach, still being developed. Requires excellent data and statistical know-how: not to be attempted without the necessary expertise.</td>
</tr>
<tr>
<td>Pre-post test</td>
<td>The simplest design, compares outcome measures before and after an innovation is introduced.</td>
<td>Simple to conduct and communicate. Not usually very resource intensive, and requires less specialised expertise.</td>
<td>Susceptible to different kinds of bias, like selection bias, which can limit the usefulness of results. Not recommended when other approaches are possible.</td>
</tr>
<tr>
<td>Rapid cycle testing</td>
<td>Iterative experiments useful for local problem-solving, that create a rapid feedback loop between testing, re-design and re-testing.</td>
<td>Useful for improving projects and programmes and solving local challenges. Helps develop and flesh out new ideas, good formative evaluation (improving what you do). Continuous learning and improvement for teams. Aims to generate useful results faster.</td>
<td>Many different approaches, some designs better than others. Not suitable for making confident estimates about impact.</td>
</tr>
<tr>
<td>Prototyping</td>
<td>An approach to trying out ideas in practice before an innovation is offered to recipients, to get feedback and input from stakeholders, improve the idea and increase its chances of success.</td>
<td>Good for developing new ideas. Low cost and low resource. Strengthens innovations through stakeholder input. Creates products that may be easier for people to use and engage with.</td>
<td>Many different approaches, some over-promise on what they can deliver. Doesn’t allow for proper testing, more about refining ideas. Some approaches don’t help us learn from available research and evidence.</td>
</tr>
</tbody>
</table>

### Non-randomised and quasi-experimental designs

Use inventive designs and statistical techniques to create a comparison group to estimate the effects of an innovation. Particularly useful when randomisation isn’t possible or desirable, or when a new policy is already in place.

<table>
<thead>
<tr>
<th>Control group</th>
<th>Yes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Randomisation</td>
<td>No</td>
</tr>
<tr>
<td>Causal power</td>
<td>Medium</td>
</tr>
</tbody>
</table>

### Pre-experiments

Explore what changes when an innovation is introduced, using only a single group. Useful for exploratory aims, formative evaluation (improving what you do) and trying out new ideas, rather than robust impact evaluation.

<table>
<thead>
<tr>
<th>Control group</th>
<th>No</th>
</tr>
</thead>
<tbody>
<tr>
<td>Randomisation</td>
<td>No</td>
</tr>
<tr>
<td>Causal power</td>
<td>Low</td>
</tr>
</tbody>
</table>
Randomised controlled trials, or RCTs, randomly allocate participants to control and intervention groups. Randomisation creates groups that are comparable before the innovation, which means that any group-level differences we observe afterwards can reliably be attributed to the innovation. Unlike some other kinds of experiments, they allow us to make stronger claims about cause-and-effect – they are especially good for drawing the kind of conclusions that researchers call causal inferences. That is, to say that we believe an innovation or solution is responsible for a change in the world. As the Government’s Magenta Guide explains, an experimental impact evaluation:

“[When] conducted properly, will establish whether an intervention caused an outcome... this is the strongest form of design for an impact evaluation, as the random allocation minimises the likelihood of any systematic differences – either known or unknown – between the groups. It therefore allows for an attribution of cause and effect.”

While RCTs are mainstream in medicine, there has been a recent boom in the number taking place in social policy areas. In education, there were only around ten RCTs published each year in the early 2000s, but this had grown to more than a hundred a year by 2012. The UK’s Education Endowment Foundation has now conducted more than 180 trials. Between 2003 and 2012, the number of trials in social work rose from ten a year to more than 50. In policing, around 400 trials have now been run – with 40 new studies being added a year.

We must be clear however that RCTs are not a panacea: it’s perfectly possible to have a badly designed RCT, or one in which randomisation doesn’t work to reduce bias. But, the randomised trial is the best tool we have for exploring cause-and-effect, and evaluating the impact of our attempts to change the world for the better. The following pages cover a range of different types of randomised experiments. In practice, there are many overlaps. A ‘nimble RCT’, for instance, can also be an ‘A/B test’. We have classified different kinds of trial according to their different uses and characteristics.
3.1 The basic RCT

**USP:** A straightforward design when you want to test one or more innovations against 'business-as-usual' – and have the opportunity to randomise who gets what.

The introduction of a randomised control group reduces a whole host of biases that normally complicate the evaluation process. Let's take the example of a new ‘back to work’ scheme. How will you know whether those receiving the extra support might not have found a job anyway? Perhaps the economy got better, or there could be another factor at play that we aren't even aware of. Figure 5 shows how the method works by randomly allocating some people to receive the scheme, and others to a control group. Measures taken before and after the innovation help us to compare how differences in outcomes between the two groups change during the experiment. By comparing outcomes for the control group and the experimental group, we can find out if the ‘back to work’ intervention helped people find jobs.

Separating out the effects of an innovation from other factors is the central aim of an RCT – and what gives them particularly strong *internal validity*, the technical term for the ability of an experiment to make cause-and-effect claims about the particular group in the study.

This strength of randomised trials has important policy implications. To take an example, during the 1990s, the Comprehensive Child Development Program was set up by the US federal government to help low-income families with infants or young children. The programme used specially trained staff to conduct home visits and provide case management services to participating families, with the goal of improving family economic wellbeing and children's development. In Figure 6 below, the solid bold line shows economic outcomes of the 2,200 mothers who participated in the programme – specifically, the growth in their employment rate over five years. This might be regarded as a success: there was an impressive rise of employment from 16 per cent to around 40 per cent. However, the dotted line shows employment outcomes for a randomly assigned control group of 2,200 mothers who didn't participate in the programme. This control group experienced an almost identical rise in employment. Change had happened, but the Child Development Program wasn't responsible for it. Examples like this highlight the benefit of rigorous evaluation – randomised trials ask and answer some of the toughest questions about policy decision-making.
Figure 5: Using a randomised design to test a ‘back to work’ scheme

Source: Adapted from A guide to randomised controlled trials, Innovation Growth Lab, 2016
Randomised experiments can work to different timescales. One of their benefits, although also a source of criticism, is that they allow us to investigate the effects of policy change over several years, to find out whether any positive impacts take a while to emerge or stand the test of time. An experiment in industrial policy conducted by Nesta in 2009 highlighted this (see Box 3). Initially positive results faded over the course of the year, making the scheme for boosting creativity among small businesses a poor investment over the longer term.
Box 3: Creative Credits: an industrial policy experiment

Nesta used an RCT to see if a novel business support scheme connecting small businesses and creative providers to boost innovation was effective. The pilot study, which began in Manchester in 2009, was structured so that vouchers, or ‘Creative Credits’, would be randomly allocated to small and medium-sized businesses applying to invest in creative projects such as developing websites, video production and creative marketing campaigns, to see if they had a real effect on innovation. The research found that the firms who were awarded Creative Credits enjoyed a short-term boost in their innovation and sales growth in the six months following completion of their creative projects. However, the positive effects were not sustained, and after 12 months there was no longer a statistically significant difference between the groups that received the credits and those that did not. Nesta published a report on the study, which argued that these results would have remained hidden using the normal evaluation methods used by government. The experiment spurned much further research on how to boost creativity using innovation vouchers internationally.71

One criticism of RCTs is that they can be expensive and time consuming. RCTs do require resources, but the traditional image of them comes from R&D in medicine – where full-blown drug trials can take ten to fifteen years to get from lab to hospital, with three painstaking stages of clinical trialling.72 Randomised experiments can however be swifter, cheaper, and better adapted to the real world of a hospital, school, or neighbourhood. As we’ll explore in Box 8 on online experiments, online delivery can help minimise costs. There is nothing inherently expensive in a trial compared to other types of evaluation. The resource-intensity often comes from the innovation (such as a big new welfare programme) or gathering data and insight for the evaluation itself (such as surveying thousands of people). But little of this burden is unique to a randomised trial.

Most randomised trials are now also conducted alongside a ‘process evaluation’. This is qualitative research that explores how the innovation being studied aims to bring about change, and what the practical work of doing the innovation means for the people (whether that’s teachers or social workers) who will deliver it. Process evaluations are now strongly recommended by the Medical Research Council as an indispensable part of any evaluation of a complex intervention.73 They help us understand why something has or hasn’t worked, and build reliable ‘theories of change’74 about how an innovation aims to make a difference through its activities and outputs. All trials run by the Education Endowment Foundation (EEF) for example include implementation and process evaluations, which map out a theory of change for the innovation being tested.
Box 4: Efficacy vs Effectiveness

Trials can be down-to-earth. ‘Efficacy’ and ‘effectiveness’ are two different approaches to running an RCT, and prioritise learning different things about an innovation, summarised in Figure 7. Efficacy research is focused on whether or not an innovation works under ideal conditions (a very controlled situation, like a lab or a classroom hosting a research team). On the other hand, effectiveness research focuses on whether an innovation works in real life, and at scale. Each of these has its costs and benefits: an efficacy test might tell us more about cause-and-effect relationships, which would help us to identify other contexts where similar interventions might be effective. An effectiveness test would allow us to try it out with more people and observe any side effects or issues with implementing the innovation in a real-life working environment, like the everyday classroom, town or hospital.

Effectiveness trials involve much larger samples than efficacy trials, which focus on conducting a more strictly controlled experiment. This control makes efficacy experiments strong in terms of internal validity – that is, producing a fair and unbiased representation of the treatment effect within the experimental sample. Effectiveness trials do better on external validity: that is, the results should generalise well, by involving diverse people from the general population, and looking at an innovation in a more natural context.

In reality, efficacy and effectiveness are perhaps best seen as a continuum, one that provides a useful way of thinking about some of the trade-offs involved in experimental design. In public policy, most trials have to find compromises to address these tensions. Researchers will consider how to select a sample of people to take part, how large and diverse that sample should be, and how they go about ensuring that the innovation being trialled is implemented as its designers intended (what’s called the fidelity of the trial). In social policy, most innovations can’t be developed in a lab – new policy and practice solutions must always work out in the world to be considered effective.

It is important to acknowledge that RCTs can still suffer from their own substantial biases. Some of these can be controlled with careful planning, but others can’t be fully mitigated and must be considered when interpreting their results.

In some instances, trials may be unworkable. It is impossible to randomly allocate some variables, such as age or sex. Additionally, some variables would be unethical to randomly allocate. A study of the long-term effects of nutrition or poverty would not randomly...
allocate people into nourished vs starving, or poor vs rich. **Annex B** gives a summary of some common criticisms of RCTs and responses to them – adapted from the National Foundation for Educational Research.76

An important critique of randomised experiments comes from Professors Angus Deaton and Nancy Cartwright – who argued in 2016 that there are several ‘misunderstandings’ of randomised controlled trials, which result in researchers overclaiming about what they can achieve.77 In particular, they point out that randomised trials can have limited *external validity* – that is, they are not always good at producing generalisable knowledge about ‘what works’ in different contexts, and for different people (although this may be equally true of other kinds of research). Organisations like JPAL, an international network that works to reduce poverty through experimentation, have developed practical tools to help address these challenges.78

There are also public concerns about the ethics of social experimentation. For people who are unfamiliar with how trials work, or unaware of what design options exist, running experiments on essential services can seem objectionable. But, some of these issues are based on misunderstandings – as well as a failure to consider what the cost of not testing policy could be. **Box 5** covers some of the ethical arguments about an experimental approach to problem-solving.

---

**Box 5: The ethics of randomised experiments**

The ethics of randomised experiments has been hotly debated. One public concern is that it might be unethical to experiment on humans – and to deny people an intervention that could help them. A common question here is ‘why give a treatment that can help one group but deny it to the control group?’79 We have argued that we can borrow from medicine to help us navigate this dilemma safely. The principle of medical equipoise states that *“trials can only be justified if there is genuine uncertainty in the expert medical community about the preferred treatment. A physician must have an equal state of uncertainty – or ‘equipoise’ – between the available options.”*80 So, we shouldn’t deny people the chance of benefiting from innovations that we have good reason to believe will help them.

There are clear cases where it would be madness to experiment, like with interventions that could cause people harm, for example testing how people respond to smoking cigarettes.81 In these circumstances, running an experiment would be unacceptable. But there are also equally clear cases (and examples from history) in which not experimenting can cause significant harm. A classic medical example was giving steroids to people with head trauma; for years an RCT was not approved because it was deemed unethical. But when one was finally carried out it was found that the steroids we’d been giving to patients for years were actually increasing their mortality – and not running a trial had resulted in preventable deaths.82

In social policy too we must consider the cost of not doing a trial and rolling out a policy that is untested, and potentially doing harm or wasting taxpayers’ money. Effective innovations can also have side effects and a trial can be a cost-effective way of identifying these, so that future implementation plans can build in ways to mitigate them.

There may be cases when it’s less clear cut whether or not to run a trial.83 We should be guided by ethical principles in both how we invest in and evaluate social policies. Finnish government has led the way in establishing an ethical code of conduct for their national programme of policy experiments.84

---

There is a large and valuable body of academic literature on RCTs, including how we can learn most from them (see **Annex B**). The different designs we describe below aim, in different ways, to address some of the limitations of the basic design.
3.2 Multi-arm trial

**USP:** A trial that tests multiple innovations in one experiment, to see which one is most effective, or to learn about the mechanisms driving results.

Trials can also test a variety of things at the same time: different versions of an innovation, or variants of a service. Multi-armed trials aim to speed up how we get evidence about these different options. Instead of doing lots of individual studies with one intervention and one control group, different versions of an innovation can be compared against a common control group in a single trial. As Figure 8 shows, running separate RCTs will require a greater number of individuals in a control group, compared to a multi-arm trial with a shared control group.

**Figure 8: A multi-arm trial and the benefit of a shared control group**

In medicine, the UK Medical Research Council (MRC) Clinical Trials Unit estimates that doing multi-arm studies could cut the costs of experimental research by half. They have advocated for multi-arm, multi-stage (MAMS) trials that take this one step further. These not only test several treatments at once but are also more responsive to early results – you
can stop recruiting patients to a particular arm part-way through, if a treatment is not looking promising (for more on these, see Section 3.11). They even allow experimenters to add new treatments to the trial when they are ready for testing. According to the MRC Trials Unit:

“This approach is even more efficient, meaning you don’t have to have gaps between stopping a trial and starting a new one, and may not need to set up a separate new trial to test a new treatment. This saves many years… One example of this is the STAMPEDE trial, looking at how to treat prostate cancer. It has stopped and added arms as it’s gone along. It now has more than 5,500 participants, making it the largest prostate cancer treatment trial ever. It will assess eight new treatments in 15 years – something that would have taken at least 40 years in separate sequential trials.”

A further benefit of multi-arm designs is that because they compare different innovations, they can help us understand the strengths and weaknesses of different ways of trying to create change and improve outcomes, and build on the theory that underpins them. Multi-arm trials have even greater potential for improving the efficiency of experiments when they are combined with machine learning. Multi-armed bandit experiments (Box 6) use artificial intelligence to learn from early results and tweak the number of people allocated to different intervention ‘arms’.

**Box 6: Multi-armed bandits**

Multi-armed bandit (MAB) experiments are so-called because they are inspired by Las Vegas gambling machines, which have two arms that a player pulls to try and win cash. When playing a whole casino floor of these slot machines, some may have higher hit rates than others. But the player would only find that out by playing all of them. Once you know which machines are the winners, you can focus your attention on them and would have a better rate of success.

Thanks to machine learning and mathematical theory, this method can be applied to experiments that are run in a sequence in different places and different times: more people can be added to intervention arms that look successful, or be removed from those that don’t. It’s a learn-as-you-go approach. For instance, if you are running a monthly training programme across an entire company, you could add more people to the most effective types of training as the experiment progresses. Complex mathematical approaches will be needed to help you, but the benefit could be that you don’t waste time randomly allocating lots of people to an approach that doesn’t work. For something like a new breast cancer drug, this is an important point: you can get effective therapies to patients quickly and avoid assigning patients to ineffective treatments.

MAB trials have attracted more interest in the digital domain, as a more sophisticated way of doing A/B testing (see Section 3.4 for more on A/B tests), and are yet to take off in other fields. For instance, despite much discussion of this technique in medicine, MAB experiments are rare in clinical practice. MABs are likely to only be useful in very specific circumstances. However, there is more potential for such trials on social issues, such as public health campaigns or e-learning. For now though, MABs are a novel and advanced technique. If you are without specialised support, we would advise you don’t try this at home!
3.3 Nimble RCT

**USP:** A test focused on short-term outcomes and operational questions, that aims to quickly get useful information into the hands of decision-makers.

A pragmatic approach to experimentation highlights the need for useful, applicable testing. Decision-makers require research that is fast, flexible, and cost-efficient – and that responds to the problems and questions most pertinent to organisations. In international development, Dean Karlan, head of the NGO Innovation for Poverty Action, coined the phrase ‘Nimble RCTs’. These are randomised trials that test tweaks and changes to how innovations are delivered. They focus on short-term outcomes and operational questions, so they are not primarily geared to measure impact. One nimble experiment run by Innovations for Policy Action was a collaboration with Telenor Pakistan, a mobile money provider, that aimed to increase the use of its platform Easypaisa by the country’s poorer citizens. They tested marketing campaigns, offering different kinds of incentives, and targeted referral programmes, looking at ways to get more sustained engagement.91 These small tweaks to services can lead to big improvements in efficiency. Although they aim to get results fast, they are applicable across many policy areas and form a central part of the portfolio of experiments that Nesta’s new EdTech Innovation Testbed is running, which will help schools and colleges to trial promising technology, as part of a partnership with the Department for Education to support more effective use of tech in schools.92

The World Bank is also exploring this flexible approach to trials; in 2018, its Strategic Impact Evaluation Fund (SIEF) put out a call for ‘nimble plumbers’ to work on rapid, low-cost evaluations that generate experimental evidence on implementation and delivery issues.93 They funded nimble evaluations on how best to improve the take-up of health insurance in Azerbaijan, expand the use of contraceptives in Burundi, and support teachers to deliver tailored education to children affected by war and displacement in Lebanon.94
Box 7: Three nimble trials run by the World Bank

1. **Burundi**: Expanding contraceptives use when women are shunned for using them

   The Government of Burundi wants to reduce the fertility rate to three children per woman, from the current rate of 5.5 children per woman. Because there is a strong opposition to birth control from faith leaders, and because women who use birth control risk social isolation as a result, the government wants to introduce self-injectable contraceptives. But getting community health clinics ready to prescribe self-injectables and ensuring privacy for women will be challenging. Using data from Burundi's health monitoring and information system, this evaluation will test different approaches for increasing adoption of these contraceptives. (Researchers: Arndt Reichert)

2. **Ecuador**: Increasing entrepreneurship and STEM careers through an online course in high school

   Entrepreneurship in high-growth sectors and employment in sectors requiring training in science, technology, engineering, and maths (STEM) offer an opportunity for high-paying careers, but most young people in low-income countries do not select these educational and career paths. In high school, students may not be aware of these career paths, they may lack the appropriate skills, and they may lack role models. This evaluation will test the impact of offering a 12-week online course in high school on student beliefs about and interest in high-growth entrepreneurship and STEM careers. Courses include personal initiative and negotiation skills, basic scientific methods, and role model interviews with entrepreneurs and scientists. Using data from an online monitoring system designed in tandem with the course, the evaluation will also test strategies for increasing course adoption among teachers. (Researchers: David McKenzie, Igor Asanov, Diego d’Andria, Mona Mensmann, Bruno Crepon, Guido Buenstorf, Tom Astebro)

3. **India**: How can we reduce medical billing errors?

   Evaluation: Health systems increasingly rely on administrative payment systems to reimburse service providers for claims they submit to insurers or governments. In these systems, billing errors can threaten policy objectives and the viability of public programmes, in addition to causing patients to lose money. Errors may be mistakes, or they may indicate waste, abuse, or fraud. The issue is of great importance in India, which is in the process of unrolling a universal insurance plan for hospital care to 500 million people. This evaluation, which will rely on administrative data collected through the insurance programme and cross-referenced with medical records and patient information, will test the impacts of providing hospital management with private ‘report cards’ on their billing errors and guidance on reducing errors, informing patients about claims filed in their name, and a combination of the two interventions. (Researchers: Sebastian Bauhoff)

Source: Adapted from World Bank, SIEF brief, Nimble Evaluations available at worldbank.org.

Mary Kay Gugerty and Dean Karlan’s recent book *The Goldilocks Challenge* points out that nimble trials are an important part of getting ‘right fit’ evidence for organisations. They can be especially useful for answering questions about the early stages of a theory of change, a visual map of how an innovation works, to ensure services are efficient and well-designed. These trials are focused on do-ability and timeliness, generating evidence that’s immediately useful for the day-to-day work of improving how innovations are managed.
In some cases, where randomisation isn’t possible, ‘nimble’ testing can also be done using a quasi-experimental comparison group (see Sections 3.12-3.15). While nimble trials are likely to be substantially cheaper than traditional ones, they still require a large enough sample size to get reliable results and may involve collecting additional data, for example through a survey. Nimble RCTs are sometimes called ‘rapid-fire tests’ and, when done online, can be called A/B tests.

**Box 8: New possibilities for digital and online experiments**

Technological change is transforming the landscape of experimenting. Traditionally, experiments have fallen into two categories: ‘lab experiments’, conducted in specially designed environments; and ‘field experiments’, run out in the world. However, according to the Princeton University computational social scientist Matthew Salganik, we can now add another dimension to where and how experiments happen: ‘digital experiments’ versus ‘analo906ge experiments’, that take place ‘offline’.96

![Figure 9: Where do experiments happen?](source: Adapte906d from *Bit by Bit*, Salganik, 2017)
One advantage of digital experiments is that they can dramatically reduce the cost of running trials. Online experiments can be cheap and comparatively easy to run, particularly if they are making a tweak to an existing online service. We can experiment with small changes to government websites at low cost and reach large numbers of people. In fact, this process can now be automated entirely. The Government Digital Service and the Behavioural Insights Team have experimented to improve everything from encouraging organ donations (see Box 9), to filling in HMRC tax forms.97

Web-based experiments can be unique. Compared to ‘analogue’ experiments, they may be statistically more powerful if they draw on access to larger samples online. Arguably, online samples are more representative of the national population than the typical western, educated, industrialised, rich and democratic (or WEIRD) college student participant used in a traditional academic trial.98

Online research has grown exponentially in the last 20 years, and with the advent of easy-to-access resources such as MTurk (Amazon’s Mechanical Turk), a crowdsourcing marketplace for recruiting online participants, it shows no signs of slowing down.99 Some of the experiments can be fun for participants, as well as providing rich data for researchers. LabInTheWild provides users with feedback, letting them compare themselves to people around the world while also contributing to cross-cultural psychology and social science.100

There are a plethora of different platforms for running online experiments, including Qualtrics, Gorilla, Wextor, and Testable. The University of Deusto in Spain curates a list of more than 700 psychology web experiments used by researchers from many universities.101 Some of them can test very complex tasks, such as reaction time data with millisecond accuracy for cognitive tasks, and game-like tests such as Tetris and Tower of Hanoi. They can track your use of mouse, keyboard, voice recording and basic eye-tracking. Researchers from a range of fields, like psychology, clinical research, population health, social sciences, economics and more, are turning to the web to supercharge their science.

Experiments may also be more realistic if done via the web – closer to real human interactions. Experimental sociologist Damon Centola of Pennsylvania University describes in his book *How Behaviour Spreads* a test to create digital health communities to study ‘complex contagions’ such as social movements, political campaigns, or – in this case – how people adopted healthy behaviours.102

Other experiments can aim to mimic everyday life. Some take place on platforms where users are already online, so it is not a fake environment for them but a digital ‘place’ where they were already spending time. For example, a massive experiment on Facebook (with a sample of 690,000 people) showed how people’s emotional states can be transferred to others via ‘emotional contagion’, leading people to experience the same emotions as other people online, without knowing.103

Internet research does also however face a unique set of problems. It has higher dropout rates, can exclude sections of the population who engage less with technology, and there is also the possibility of repeated participation.104 There are also serious concerns that data may be poor quality, because online participants are less attentive or less motivated105 – a problem Amazon’s M-Turk aims to mitigate by paying people to join trials. There are of course limits to what can be tested online, and some of the advantages listed here can cut both ways. Online environments may not successfully mimic real-life ones; and asking people about their preferences online isn’t the same as seeing what they do in the real world. But, as the core services of government and organisations are increasingly digitised, opportunities for cheap experiments with big impacts are growing.
3.4 A/B test

**USP:** A test that compares two or more versions of a service or message, usually online, to see which works better for users and organisations.

Some people claim that the rise of ‘big data’ means we may no longer need randomised experiments. Instead, they argue, large volumes of data will mean we can just look for patterns. The advent of big data will transform how we learn about social and public problems – and we point to some uses of new data sources in Sections 3.12-3.15 on quasi-experiments – but it doesn’t equal the demise of the randomised trial. As the politician and economist Andrew Leigh points out in his book Randomistas, Google has arguably more data than any other organisation in the world – around 15 billion gigabytes at the time of writing and increasing at a rapid rate – but still conducts randomised experiments.106 They, and other businesses such as eBay, Chrysler, United Airlines and Uber, run experiments called ‘A/B’ tests, which have become a central part of the day-to-day operation of internet-based companies. Quora, a ‘question and answer’ website, conducts around 30 experiments at any given time.107 A/B tests work by allocating users to either an experimental or a control group, and analysing what messaging, website layout, or communication strategy works best. Tests that involve more than two options, other than A and B, are called ‘multivariate’ or ‘split’ tests.

![Figure 10: A/B testing online](source: Adapted from Rachuri, 2017)
Any time you surf the internet, many experiments are being performed on you. The content and design of websites are varied randomly to figure out which versions make you most likely to engage in the intended way. Without being told, a group of users are diverted to a different version of a given webpage. Their behaviour can be compared against the mass of users on the standard site. So, if the new version gains more clicks, longer visits or more purchases, it will replace the original. If not, it can be quietly phased out. A/B testing is also used in many other areas, such as online donations for charities, encouraging volunteering, or political campaigning. Obama's successful 2012 presidential campaign ran more than 500 A/B tests that boosted sign-ups to his campaign by 161 per cent.\(^\text{108}\)

A/B tests are not always one-off experiments, but can adapt, grow, and exploit the power of machine learning. As algorithms learn more about you and people like you, they adapt their behaviour in line with what they discover and feed this learning into future tests. Such algorithms, which adapt their behaviour over time, go by the colourful name of ‘multi-armed bandits’, and are covered in Box 6 earlier in this report.

**Box 9: The organ donation trial**

The UK's Government Digital Service has used ‘split’ tests as part of its efforts to digitise the administration. In partnership with the Behavioural Insights Team (BIT), it ran one of the largest randomised trials ever conducted in the UK, with more than one million people. This experiment trialled eight different versions of the NHS Organ Donor Register webpage to see which was most effective in encouraging members of the public to join the register. The trial found that even small changes made a significant difference; if it were used nationwide for a year, the best-performing option would lead to 96,000 extra registrations, compared with the control condition.\(^\text{109}\)

**Figure 11: Four of the nine website variants used in the organ donation trial**

Source: Behavioural Insights Team
Behavioural insights units – or so-called ‘nudge units’ – are taking advantage of opportunities to experiment in online systems, improving and evaluating solutions using evidence from behavioural science. The Behavioural Insights Team in the UK, NIT in the Netherlands, BETA in Australia, and TEN (the European Nudging Network) are just some of the organisations applying insights from academic research in behavioural economics and psychology to public policy and services. The Behavioural Insights Team was the world’s first government unit to use digital experiments to tackle policy challenges. The team has implemented low-cost, high-impact changes in fields as diverse as taxation, healthcare, employment and sustainability. And, they have pioneered the use of simple online randomised trials in policymaking. One such test, run in partnership with the UK’s Government Digital Service, was one of the largest ever trials conducted in the UK, involving more than a million members of the public (see Box 9).110

The organ donation trial shows one of the major benefits of digital experiments: access to large samples of experimental participants, often at no additional cost. Digital experiments also promise other advantages, like pre-existing and ‘always on’ measurement systems that expand the number of things experiments can test for.111 For example, in the Facebook experiment we mentioned earlier (see Box 8), researchers would have access to lots of pre-existing information about individuals’ backgrounds and demographic characteristics, likes and preferences, and social history online. Because of the lower cost of digital experimenting, it’s often possible to run trials for longer, as well as in multiple (geographical) places at once.

A/B tests aren’t always well designed. There are lots of options for doing ‘DIY’ online testing but some of those websites don’t generate results based on reliable sample sizes that would allow for proper statistical analysis. Options like Test+Build and Predictiv, created by scientists at BIT, offer more robust tools for organisations.112
3.5 Cluster randomised trial

**USP:** An experiment that allocates randomly chosen groups of people, rather than individuals, to an innovation. Helpful when individual randomisation isn’t an option (such as changing the way a teacher teaches a class and measuring the effect on the pupils) – and when a policy idea aims to innovate at the level of the institution or area.

Randomisation can happen at an individual level (where people are randomly assigned into control or experiment groups) or at a group level (when pre-existing groups such as schools, villages or hospitals are randomly assigned to control or experiment groups). This second type, where randomisation happens at a group level – like a hospital, neighbourhood, or geographical area – is called a cluster randomised controlled trial (also known as a group-randomised trial or place-randomised trial), shown in Figure 12 below. Cluster trials are helpful when it’s hard to randomise at the individual level, but can still be used to analyse individual-level outcomes. It would be difficult, for example, to compare two methods of teaching a topic, or two reading schemes, to pupils sitting next to each other in the same classroom. Contamination might arise, as one half would hear what the other is being told, and vice versa. To get around this source of bias, it may make more sense to randomise at a higher level – of whole classes, schools or catchment areas.

**Figure 12: Random assignement of groups in to intervention and control**

Source: Adapted from *Understanding research methods*, Parliamentary Office for Science and Technology (POST), forthcoming 2019
Randomisation can be politically tough to sell to voters: some constituents may be outraged that they are not receiving a new service offered as part of an RCT. The reality of democratic politics is that randomisation can create controversy. In Project STAR, a large US education experiment designed to test the effects of class size, about 10 per cent of students were moved to classes of different sizes than the ones to which they were randomly assigned at first, in part because of parental complaints and organised lobbying. A school-level cluster design might have mitigated against this problem; all the children within a school would have been subject to the same rules during the experiment, so there would be less for concerned parents or lobby groups to object to. There are also ethical arguments that support cluster randomisation. Imagine randomising free school meals within a school for example. This would quickly become both practically and ethically untenable. A cluster design can help to reduce some major sources of bias, such as contamination (in our school meals example, imagine what happens if students share their food with friends). Another is experimental effects – if we gave free meals to some students within a school and not others, teachers might intervene, deciding to help out those students in the control group. Frustrated citizens may take matters into their own hands. Cluster trials can be a good way to overcome these challenges, as well as being the most sensible level at which to test many kinds of innovations.

One example of a cluster design is an experiment on how the Mexican Government extended healthcare to over half the population. The Seguro Popular de Salud (Universal Health Insurance) was evaluated through a phased and random implementation, and is regarded as the largest ever randomised health policy experiment, involving more than 50 million Mexicans who previously had no health insurance. It was a major part of the 2006 Mexican federal elections and much political capital had been invested. The federal government spent the equivalent of US $795 million on the new policy in 2005, entirely new money spent on the health sector. A research team from Harvard was tasked with an evaluation at the request of the Mexican Ministry of Health. Seventy-four clusters were matched in pairs so that one received the intervention and the other acted as control. In this particular case, a commitment was made to make the innovation available to control clusters on completion of the study.

The level of random assignment chosen by the evaluators was named a ‘health cluster’. It included a health clinic and the catchment area around it. The cluster experiment was politically feasible because the policy was always going to be rolled out to different parts of Mexico gradually, not everywhere at the same time. The Harvard team was thus able to randomly choose which area got the new policy and evaluate its impact. The Mexican healthcare cluster trial was a great example of how to politically inoculate an experiment. The use of an independent evaluation team also helped to embed the policy beyond the political cycle of the incumbents at the time: Mexican President Vicente Fox Quesada and Health Minister Julio Frenk Mora. Their theory was that if the experiment found positive results, the next government would find it hard to drop the policy. Despite their advantages, cluster trials do have some drawbacks. Some require more complex analysis, and because they randomise at a higher level, they require larger samples – which can be more expensive.
3.6 Stepped-wedge and wait-list designs

USP: A staggered experiment, in which the roll-out of a policy happens in stages and the control group does, in the end, receive the innovation. Helpful for overcoming political or PR difficulties in running a trial, and when we have good reason to believe that people will benefit from an innovation.

It is often not possible to launch the entirety of a new policy or project at once – our example from Mexico’s health insurance experiment is one of these cases. There may not be enough funding and resources to do a complete roll-out at the start. Or, there may be cases in which decision-makers want to make sure that the target population of an innovation receives it with as little delay as possible. In these situations, a ‘stepped-wedge’ trial can provide a feasible approach. As long as it’s possible to monitor outcomes in all the areas that will eventually receive the innovation, and there is a willingness to randomly decide which area goes first, a stepped-wedge trial can be used to exploit a staggered roll-out. The design, which inspires the name ‘stepped wedge’, is shown in Figure 13.\(^\text{118}\)

![Figure 13: A stepped wedge design](image)

Source: Adapted from Hemming et al (2015), ‘The stepped wedge cluster randomised trial’ in the British Medical Journal

One advantage of this type of experiment is that it helps counter the criticism that a randomised trial may mean withholding a beneficial service from those who need it: in this design everybody will, eventually, receive the innovation.\(^\text{119}\) Instead of randomising to a simple intervention or control condition, you randomly allocate the time that groups receive an innovation. Trials like this can be used to evaluate interventions during routine
implementation and have a dynamic design, which means that learning early on in the roll-
out can be used to inform what’s done further down the line. This dynamism does however
have some drawbacks: it can make results harder to interpret and analyse, as well as harder
to explain to non-experts.

The probation service in the Durham area in the North East of England used a similar design,
called a ‘wait-list’ trial, to test out a new approach to delivering their services. Resource
constraints precluded all six probation centres from receiving the new guidance and
training at the same time. The fairest approach – and the one that allowed them to learn
the most – was to randomly assign the six centres to a position in a waiting list. All centres
eventually received the training but because random allocation, rather than administrative
convenience, determined when each centre took part, a robust evaluation of the effects
of the new service on reoffending rates could be conducted. One significant drawback
of these designs is that they don’t allow for the estimation of longer-term effects: because
everyone gets the innovation, we can’t explore what impact it has in ten or 20 years’ time.

In a wait-list design, individuals or groups act as a control group while they wait to receive
an innovation, the same principle that underpins the stepped wedge. This approach was
used by the UK’s Ministry of Housing, Communities and Local Government (MHCLG) in
their first ever randomised trial on community integration (Box 10). This example shows how
flexibility in design can be especially helpful in complex and sensitive policy areas.

Box 10: Building communities through English language support:
a wait-list randomised trial

At the moment there is little high-quality evidence
on how to help speakers of other languages
become more active and at-home in their local
communities. In 2016, the UK Ministry of Housing,
Communities and Local Government (MHCLG)
launched its first ever randomised controlled
trial to test whether a Community-Based English
Language (CBEL) programme worked to support
individuals with low levels of English to improve
their language skills and integrate into their wider
community.

The trial tested a CBEL course of 66 hours of
learning, delivered through 22 classes and 11
conversation clubs to 527 women. It used a ‘wait-
list’ design, which meant that participants were
randomly assigned to either receive classes, or to a
waiting list. After the trial, everyone on the waiting
list was offered the same language support. The trial showed impressive results. Course
participants achieved better test scores in written
and spoken English. They also found significant
differences on many social integration outcomes,
such as new friendships formed with people
from other cultures and attending more health
appointments.

The trial results helped the Ministry put together
new plans for its 2018 Integrated Communities
Green Paper, including a network of conversation
clubs and a new English language fund. Stephen
Aldridge, the Ministry’s Director for Analysis and
Data, said that the trial increased the Ministry’s
confidence. “It has set a new benchmark for the
standards we want to apply to determining what
works.”

It’s worth bearing in mind that different sources can be inconsistent in how they categorise
stepped-wedge and wait-list designs – sometimes ‘wait-list’ is used as a catch-all for both
approaches.
3.7 Crossover design

USP: A design in which each ‘unit’ (usually a person) receives different innovations in sequence. As well as having a randomised control group, each individual acts as their own control: we can compare the relative impacts of different innovations, against business-as-usual, for a person over time.

Crossover designs originate in medicine, used to study the effects of different treatments on patients. In a crossover design – unlike most other randomised approaches – each unit (usually a person) receives more than one treatment, and the relative impacts of different treatment are compared. It’s a longitudinal design: each person receives a sequence of different treatments, with repeated measurements taking place across the duration of the study. This might be just two treatments (or a treatment and a control or placebo) – or could be a string of them. As with any randomised trial, participants in the study are randomly allocated into groups. But in this design, each individual receives multiple interventions in a random order. So, participants are randomised to sequences of interventions.

Although most crossover trials to date have been run in medicine, there are plenty of opportunities to run them in other areas of policy and practice. They have already been applied in the wider healthcare and public health sectors – and certainly have uses beyond trialling different drugs. In Tzu Chi University in Taiwan, researchers used the crossover design to study the impact of listening to music for individuals in high-stress professions like nursing. In one small trial, they measured how two groups of nurses responded to listening to music of their choice for 30 minutes, versus resting in a chair for the same length of time. Music was more effective at reducing the physical symptoms of stress, as well as nurses’ own perceptions of their stress levels. In Melbourne, Australia a crossover trial was used to explore how Montessori activities, developed to promote engagement in learning, could form part of a more person-centred approach to care for people living with dementia (Box 11).
Box 11: Can tailored activities improve the wellbeing of people living with dementia?

Over the past ten years many organisations – including Nesta – have argued for a more person-centred approach to health and care. In early 2019, NHS England set out how they will implement a new model of Universal Personalised Care. A more person-centred approach, focused on the needs of individuals and a more holistic understanding of health, is being explored internationally. It often means a big shift in the culture and skills of health and care organisations.

In Melbourne, Australia, a group of healthcare researchers and practitioners wanted to follow up on promising evidence that one-to-one interactions could help reduce some of the behavioural and psychological symptoms of Alzheimer’s disease and other forms of dementia. People living with dementia often experience changes in behaviour, and may become agitated, emotional or disengaged. Past evidence suggests that this can happen when their emotional, care or social needs are not being met.

A crossover experiment tested whether personalised one-to-one interaction based on Montessori principles might improve how agitated individuals felt and how engaged in activities they were. The trial took place at nine residential care homes in Melbourne and compared individuals’ behaviour during normal care, general one-to-one interaction, and a tailored Montessori task. Montessori tasks aim to promote engagement with learning by creating activities that are tailored to each person’s level of ability and areas of strength and weakness. These principles were used to create personalised activities for people in the care home. A crossover design was critical here, because it allowed researchers to separate out the impact of Montessori activities from more general, non-personalised, one-to-one interaction – which is also known to help calm people experiencing these symptoms. The behaviour of participants was observed before, during and after each of the three interventions (normal care, general one-to-one interaction, and a tailored Montessori activity) and their behaviour, emotional state and engagement noted down every minute.

The results of the trial support the value of a person-centred approach to improving individuals’ engagement and participation. During both the Montessori activity and the non-personalised one-to-one interaction, agitated behaviour decreased by 50 per cent and 42 per cent respectively. During the Montessori activity, the amount of time spent actively engaged was double that of the non-personalised interaction, and participants showed more positive emotions. The experiment found that general one-to-one social contact can help residents with dementia feel calmer and more settled, but also that tailoring activities to their needs had even greater benefits. This was particularly the case of people who didn’t speak English as a first language and had lost fluency. For individuals struggling to communicate in English, there was a significantly larger improvement in their engagement and emotional state during these structured and non-verbal activities.

The crossover design has a number of advantages. First among them is that each participant acts as his or her own control. That is, researchers can compare how a participant responds to an innovation with how they responded to other innovations in the sequence. This reduces the kinds of bias that might result from using a control group, if it was in some way different from the intervention group. The crossover design also has some drawbacks. One of these is the ‘carry-over effect’. This challenge is intuitive: if an individual is receiving a sequence of three different interventions, it is possible that some of the effects of the earlier intervention might persist into the periods in which later interventions are being tested. Some treatment effects could be delayed, or there may be ‘side effects’ that confuse later results. Because of this, it is recommended to have a ‘wash-out’ period when using this design. That is a period between tests, when the innovation – a drug in medical designs – can ‘wash out’ of the patient’s system.
3.8 Multi-site trial

**USP:** Experiments that increase the evidence base by testing in more than one place. Results may be more generalisable, and these trials are usually accompanied by qualitative research to understand any differences between how things work and are perceived across the different sites.

One common criticism of RCTs is that they only measure one thing, in one time and place. Now, more multi-site trials are being conducted, which have the potential to increase the evidence base on what works, when and where. They are especially valuable because they generate results that tell us more about what’s effective for people in different contexts and places. Multi-site trials are conducted in multiple locations and use the same study design so that researchers can directly combine and compare results. Unlike a replication study (which aims to repeat a previous trial, to see if results are the same) multi-site trials are planned and coordinated across sites, often run simultaneously.

One example from the US is an evaluation of a programme that offers comprehensive assistance to families, including nutrition and health support, access to savings, and life coaching. The trial followed 21,000 people over three years, across six countries – a huge achievement. Evaluators found that ‘the program generated between US $1.33 and US $4.33 in increased consumption for every dollar spent.’ Other trials, like the multi-site trial which built on the ‘Rialto experiment’ (Box 12) uncovered some of the complexities involved in taking promising innovations to scale.

**Box 12: The Rialto experiment**

The Rialto experiment was the first in a series of randomised trials, run in multiple locations across the world, that investigated whether body-worn cameras could reduce violence and the number of complaints made against police. The Rialto Police Department in California was the first to participate in what became an international trial. There, the technology was a success; researchers found the use-of-force by officers wearing cameras fell by 59 per cent against the previous year and reports against officers dropped by 87 per cent. These results supported the roll-out of the new tech to many US police forces.

The Rialto trial was only the start for Cambridge University’s Institute of Criminology. The team replicated the experiment in multiple police forces, from the West Yorkshire force and Northern Ireland’s PSNI in the UK, to forces in the US and Uruguay. In total, the experiment was run 30 times. Results from these trials were more complicated. Although they reached the same overall conclusions that complaints against police fell dramatically on average, and there was a significant reduction in the use of force, these patterns did not hold in a small number of locations. To get to the bottom of this, researchers did a meta-analysis (a big statistical analysis of all the results, across the experiments) which covered a population of more than two million and included 2.2 million hours of police work. The analysis revealed that when the protocol for wearing the cameras wasn't followed, they could actually produce negative impacts – the researchers hypothesised that this was the case when officers chose to turn off body-worn cameras midway through an interaction or arrest. From these findings, evaluators could recommend how body cameras should (and should not) be used.

A follow-up study also looked at the effects of wearing cameras over time. Did these positive impacts last, or did officers and citizens become desensitised? Taking a longer view, investigators went back to Rialto three years later. They found that the reduction in violence and complaints had continued, in Rialto at least, long after the experiment finished.
### 3.9 Realist trial

**USP:** An experiment that aims to create new theory about how and in what contexts an innovation makes an impact, by looking at the underlying mechanisms that generate outcomes.

An important criticism of randomised experiments is that they can sometimes suffer from the ‘black box’ problem: they are useful for telling us ‘what works’, but don’t tell us much about why, or how effects differ between individuals or settings. This issue is hotly debated, and may not be true of all trials, but it’s clear we do need more theory-driven experimentation that aims to shed light on how change happens in the world.  

These experiments draw on both qualitative and quantitative analysis not only to find out whether policy innovations work, but also to shed light on who they work best for, and when and where they will do most good. Developed at the London School of Hygiene and Tropical Medicine (LSHTM), a world-leading centre on the evaluation of public health interventions, the realist trial aims to combine the strength of an RCT at making causal inferences (or claims about cause-and-effect) with the tradition of realist evaluation, a theory-based approach that explores ‘what works, for whom and in what circumstances’.  

Realist evaluation looks at the underlying mechanisms that drive change. ‘Mechanism’ can seem a slightly nebulous term in social science compared with its biological or physical counterpart, but is a word used to describe the processes, actors and activities that cause or create a social outcome. Realist evaluators explore how policies and innovations affect change for participants, in order to develop generalisable theories about what kinds of interventions are effective and why. A realist RCT works by applying some of these principles to an experiment. Instead of focusing only on the primary outcome (the main effect we are trying to achieve with the intervention), it has two aims: first, to assess whether and for whom an innovation is effective, and second to build new and empirically informed theory to understand the effects. Running a realist trial can be complex – and the approach was first laid down in detail in 2012. It starts with developing a detailed theory of change or logic model, and then refining and testing this during the experiment. A theory of change is a tool that sets out what an innovation aims to achieve, and how it plans to achieve it. Crucially, the theories of change used in realist evaluation take the form of what’s called ‘CMO’ configurations – or ‘context-mechanism-outcome’. These propose how the context of an innovation interacts with its key mechanisms, to generate outcomes. Realist trials draw on qualitative research to refine the theory of change and then test this using data on outcome measures. With a realist RCT, the experiment is used to help develop theory. It aims to test some of the mechanisms through which the innovation is hypothesised to work, and uses this learning to strengthen the theory we had about how to make change before the trial and refine the innovation for those who might use it in future.  

The first realist trial was developed for an education innovation called Learning Together, which uses restorative practice to bring together pupils involved in bullying, conflict or misbehaviour (Box 13). Based on theory about human relationships, the experiment allowed researchers to develop and test theory about a more holistic approach to building children’s sense of belonging and relationships in school, and the consequences of this for rates of bullying, as well as various health outcomes.
Box 13: Learning together: Lessons in theory-driven experimentation

Learning Together is a project run in the South East of England, which has brought together pupils involved in bullying or conflict to appreciate the harms of misbehaviour. This approach, called restorative practice, originates in criminal justice. Learning Together was developed by a team at the London School of Hygiene and Tropical Medicine, but was informed by ideas from the Gatehouse Project, a trial in Australia which took a new approach to developing children's social and emotional skills. Rather than over-burdening schools with multiple interventions, this project aimed to provide schools and educators with one coherent programme.

Over the years, much rich theory has been developed about how human relationships function, and how this relates to the organisation of schools. The team drew on systematic reviews, which brought together all the available research on whole school approaches to reducing bullying and improving health and emotional outcomes. From this evidence, researchers developed a detailed theory of change to plan the innovation. This hypothesised that students who didn't have good relationships at schools, and a sense of belonging and participation, were more likely to engage in bullying and other risky behaviours. To combat this, the theory argued, schools can improve relationships between staff and students, train staff in restorative practice, and develop a social and emotional curriculum.

Before and during the trial, mixed methods research explored the theory of change, which described the mechanisms that should be triggered by the innovation, as well as how these mechanisms interacted with school context to generate outcomes that might vary between schools and students. This helped the team to understand which aspects of evidence were most relevant for the schools they were working with, so they could refine their model. The trial examined not only overall outcomes for students, but also the mechanisms that seemed important to achieving them. They did this by paying special attention to what are called the ‘mediators’ – mechanisms that affect outcomes – as well as ‘moderators’, the factors that explain how effects vary between schools and students. The study found hugely positive results. Learning Together helped tackle bullying, improved mental health, and lowered smoking, alcohol and drug consumption. In addition, the team were able to look at how these changes may have resulted in improvements to the school environment, which strengthened relationships and helped students disengage with disruptive peers. This new learning, that builds on theory we had before, is now being fed back into the programme’s theory of change, before Learning Together is offered to other schools.

Realist trials have created some controversy – and a long debate in the academic journals Social Science & Medicine and Trials – between advocates of the new approach and those who believe it’s not possible to do experimental tests on realist theory. Realist trials generally need to be larger in order to assess how effects vary between schools and students. Their supporters argue that the extra effort could be worth it, as a better understanding of how interventions work could save the public money in the long term and increase the quality of the innovation in its final form.
3.10 Hybrid trial

**USP: An experiment with two goals: to test an innovation and find out how it should be adopted in everyday practice.**

Hybrid trials have two aims: to test the effectiveness of a new idea, and also how it should be implemented in the real world, incorporated into the everyday practice of an organisation and its staff. This approach originated in the work of health researchers in America who wanted to speed up the adoption of promising ideas from research into practice. They were interested in a new discipline that looks at how evidence turns in to action, called implementation science. Implementation science studies how ideas that are backed by research can travel through the pipeline from science to routine care. Researchers propose that promising ideas from basic research are first trialled under ideal conditions (like the ‘efficacy’ trials we discussed in Box 4 earlier), and then conditions that aim to approximate the real world (a more ‘effectiveness’ trial). Finally, implementation science argues, research should focus on the concrete strategies for the use of innovations by individuals, teams, and whole organisations. This ‘pipeline’ is shown in Figure 14. As we move through it, experiments become more relevant to the real world.

Hybrid design aims to tackle these last two phases – whether an intervention works, and how to make it work in practice – at the same time. This aims to speed up the translation of research and create new evidence on what makes promising ideas work on the ground, including insights that are more useful for professionals and leaders tasked with enacting policy.

A key difference between a hybrid trial and a normal RCT is an explicit focus on measures of organisational processes and outputs, as well as on outcomes for the beneficiaries of an innovation. They ask: which strategies make a policy idea more efficient? Or have better quality of delivery? A group of researchers working for a healthcare initiative for veterans in the US first defined three types of hybrid designs in a 2012 article.

---

**Figure 14: The ‘pipeline’ of experimental research, according to Implementation Science**
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**Type one** looks most like a basic RCT, where an impact study is combined with a process evaluation. This process evaluation gathers information on how an innovation is being delivered in practice, during the trial. An example of this is the CALM (Coordinated Anxiety Learning and Management) study, that tested the effectiveness of the CALM innovation to help people with anxiety disorders. During this RCT, a team conducted qualitative research with multiple stakeholders to understand what the barriers and facilities to CALM’s success were, what challenges practitioners faced, and how to improve implementation in future, for the practicalities of the clinic or hospital.\(^{155}\)

**Type two** is a simultaneous test of an innovation and the way it’s being delivered in routine practice. So, the trial measures outcomes both about the innovation’s effectiveness, and the effectiveness of the strategy that’s used to deliver it. This can be a bit mind-boggling, but an example is testing a new drug, while simultaneously testing the efficiency of the system through which people are offered it. These have been conducted as large randomised trials, but running them can be challenging, and the design does have important downsides.\(^{156}\)

**Type three** reverses the emphasis of a traditional trial, testing competing strategies for implementation (how an innovation is delivered) to see which works better to support quality and efficiency of delivery. As a secondary priority, these trials also gather information on impact. This was the case in the Community Youth Development Study, that trialled how community leaders could make decisions about young people’s drug use in 24 randomly selected communities across the US. The Community Youth Development Study tested an approach to planning prevention initiatives among communities, building the capacity of local leaders. The study found this increased the use of science-based prevention techniques, resulting in community-wide improvements in youth development.\(^{157}\) Now, a follow-up study is looking at the long-term effects on young adult substance use, violence and crime.\(^{158}\)

Because a hybrid trial is measuring several things at once, it is typically more costly than a simpler form of trial. Accordingly, a hybrid trial is most useful when either we have good evidence that the idea being trialled will genuinely benefit recipients, or we are facing significant time pressure such that we cannot afford to wait for the results of one evaluation before starting the other. (In such a time-limited scenario, it may be wise to test multiple treatments in this way if we have enough trial participants.) Unless we get implementation right, we risk many innovations stumbling at the final hurdle and a hybrid trial can protect against this possibility.
### 3.11 Adaptive trial

**USP:** An adaptive trial 'plans to be flexible'. Early results modify the course of the experiment, according to pre-planned criteria, making it possible to test multiple interventions or intervention variants more effectively.

Most randomised trials are run in three phases. First, the trial is designed. Second, it’s conducted in line with the specified design. Finally, data is analysed. Adaptive trials work differently. They aim to make randomised experiments more effective by using early results to modify the course of the experiment. These modifications must be planned in advance and serve to better test a particular hypothesis — so an adaptive trial is not the same as making ad-hoc changes to an experiment once it’s up and running. Some researchers think of this approach as ‘planning to be flexible’ because they have built-in flexibility, adaptive trials have the potential to be more efficient and informative.

There are different motivations to build an adaptive experiment. Common ones include the ability to drop interventions that don’t look promising early, to more quickly identify people who benefit from an innovation, or to stop a trial early if it’s unsuccessful or not going to plan. One type of adaptive trial used in healthcare, called MAMS (multi-arm multi-stage), tests multiple treatments at the same time (see Section 3.2) and has the option to drop losing treatments and identify winning ones early. All adaptive designs use interim data analysis to modify the trial, without compromising its validity (ability to answer the research question) or its integrity (its process).

![Figure 15: Adaptive trial design](source: Adapted from Pallman et al, 2018)
Despite being around for more than 25 years, adaptive trials are rare outside of health. They are complex to run, requiring specialist technical and practical experience. But there is growing potential to use these intelligent designs in social policy; some applications that use machine learning are already being used by tech companies and businesses (see Box 6 on ‘Multi-armed bandits’).

The adaptive trial isn’t a ‘free lunch’. Besides the greater expertise required to operate an adaptive trial, they generally require more stringent statistical standards, which in practice necessitates a larger sample size. A trial cannot be ‘converted’ to an adaptive trial once it has started, either; this is a process known as ‘p-hacking’ and the results from such trials are untrustworthy. Despite these drawbacks, if you have sample size and expertise to spare, an adaptive trial could allow you to test multiple treatments or treatment variants more effectively. As with any design, its utility would depend on your aims.
When a decision has been made to implement a new idea or policy without a randomised trial first, or when policymakers want to make sure that everyone who is eligible for a new scheme receives it immediately, a quasi-experimental design can serve in place of a trial in some circumstances. It is recommended that QEDs include research on the individuals and communities targeted by the innovation as well as the statistical evaluation – and some evaluators argue this is a key strength of the designs.\textsuperscript{162}

Non-randomised designs use existing data and exploit natural variation in policy and between populations to create comparison groups. In this section, some of the examples we draw on are ‘natural experiments’ (see Annex A for a definition).\textsuperscript{vii} Because they don’t use a randomly allocated control group, quasi-experimental designs typically have to assume that a certain group of individuals is comparable to the intervention group: that is, that they would have had similar outcomes if they had both received the intervention (or if neither had). Sometimes this assumption can be tested and sometimes it can’t. Using a non-random comparison group means we need to think through two key challenges. The first is selection bias (also known as confounding). The challenge relates to how a group is selected to receive an innovation – and whether this in itself makes them different to any comparison group. We will see some examples of how this might happen below. The second challenge is how to take account of population differences that may not always be observable. Unobserved factors are things about individuals or groups that we don’t know about or can’t measure, but still might have an effect on the outcome we are trying to improve.\textsuperscript{viii} This is confounding: an effect which we think is caused by the intervention might actually be caused, or partly caused, by whatever was different between the intervention and comparison groups. Confounders distort the apparent relationship between an innovation and outcomes; if we don’t take them into account, our estimates are less credible.\textsuperscript{163}
Confounders are a threat to any experiment, randomised or not. But in a randomised trial, we can usually expect that the randomisation has produced two comparable experimental groups. Consequently, none of the methods in this section have the strength of a random experiment in helping us make confident claims about cause-and-effect. It’s worth keeping in mind that there are some disagreements about the value of QEDs, but there is substantial evidence that, in policy areas where previous outcomes are good predictors of future outcomes, QEDs can be a strong design choice. This is the case, for example, in some areas of education. QEDs can often replicate the results from randomised experiments, although this is not always the case. Despite some imperfections, they remain a valuable part of our arsenal for understanding what makes effective policy. There are some situations in which a randomised experiment is just not possible: when investigating the effects of changing prison sentencing a randomised experiment is likely to be unethical; or if a policy has already been enacted it may simply be impractical to use an RCT. In these situations, we must have a range of useful methods at our disposal. Quasi-experimental designs have other benefits too; they can for example be less costly since they usually rely on existing data rather than having to collect their own. One kind of QED, called ‘instrumental variables’, we don’t cover in this inventory because opportunities to use it tend to be few and far between.

QEDs and non-random experiments first gained prominence in social science research, but are now explored in health, and political science too. They have been used to test innovations in public health, economics, criminal justice, education and many other policy areas. Because they use statistics and tend to be heavy on jargon (blame the economists) they can be tough for non-experts to understand. But these approaches play a fascinating role in the history of experimental decision-making.
3.12 Regression discontinuity design

Regression discontinuity design (RDD) was invented in the 1960s by Donald Campbell, the proponent of an ‘experimenting society’ after whom the international Campbell Collaboration research network is named. In a paper published in 1963 Campbell and his colleague Julian Stanley argued that regression discontinuity design was able to mimic a randomised experiment by exploiting the way in which social policies or interventions are allocated to individuals who receive them. At Northwestern University in Illinois, where Campbell taught, a group of students tested and refined the design. In one real-world test, they examined the effect that being put on the Dean’s List – an accolade for getting good marks – had on their fellow students’ performance the following term. At that time, students were put on the Dean’s List if their GPA (grade average) was above 3.5. Students in Campbell’s group tested whether being put on the list affected performance by comparing those who narrowly got on the list, with those who just missed out. In doing so, they used the idea of a ‘cut-off’ point – a numerical threshold, fixed arbitrarily to determine who gets what – as a research design principle. Donald Campbell lost interest in RDD over the years, but the design was reinvented by students of psychology, education, statistics and economics, where it was given several different names, such as the ‘cut-off based design’.

The central idea to the RDD is that individuals just above and just below the threshold would have had similar outcomes if the treatment didn't exist. In the example above, a student with a GPA of 3.49 is not materially different to a student with a GPA of 3.51. Accordingly, any difference in their outcomes can be ascribed to being on the Dean’s List. Most programmes or innovations have some kind of entry criteria that determines who is eligible to participate and who isn’t. This might be gender, location, test scores, age or income level. When this entry criteria is determined by a numerical scale with a cut-off point – so age, income or test scores from our list above – we can use an RDD to look closely at the innovation’s success. An RDD creates a comparison group from those people who fall just outside of the cut-off point for the policy in question. This works because there should be no systematic difference between these people and those just inside the policy boundary; for example, in relation to the factors that are relevant to the Dean’s List (i.e. grades). This is what led Campbell and Stanley to argue in 1963 that RDD mimics a randomised experiment around the cut-off point of a policy or project.

RDD can only be used where a programme or innovation has a numerical threshold or cut-off; this must be continuous, like a quantified index of some kind, on which the population of interest are ordered or ranked. It is also important that the individuals can't manipulate their score, or that the intervention doesn't incentivise them to do so. In the GPA example, the students were trying to maximise their GPA anyway, but if there was a benefit being offered to students with a low GPA then that could be problematic to evaluate with an RDD. This is because students might deliberately score a low GPA so they could receive the benefit.
The second condition for an RDD to be effective is that the cut-off point must be arbitrary—that is, a point chosen for convenience, that could just as easily be a little higher or lower. The following graphs from the World Bank (Figure 16 and Figure 17) illustrate this with the example of an anti-poverty policy called a cash transfer scheme.\textsuperscript{173} In the first graph, the vertical axis is the household expenditure on food, while the horizontal axis represents total household income, calculated as a number on a ‘poverty index’. Point 50 on the poverty index represents the ‘cut-off’ for this scheme. Those families below 50 on the poverty index receive regular cash transfers to spend on household goods, while those above it do not. In the first graph—and as we’d expect—we see household spending slowly rise as family income rises.

\textbf{Figure 16: Evaluating a Cash Transfer Programme with a RDD. Household expenditure in relation to poverty (pre intervention)}
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\caption{Evaluating a Cash Transfer Programme with a RDD. Household expenditure in relation to poverty (pre intervention)}
\end{figure}

\textit{Source: World Bank, 2011}
In the second graph we see what happens after the innovation is introduced. Now, there is a break in the trend. Families who are poorer seem to be spending comparatively more on food. The distance shown on the graph at the cut-off point shows the impact of the policy: it has been successful in helping poorer families purchase food.

**Figure 17: Evaluating a Cash Transfer Programme with a RDD. Household expenditure in relation to poverty (post intervention)**

This is where regression discontinuity design gets its name: when a policy has an impact – either positive or negative – it produces a ‘discontinuity’, or a disconnect, between outcomes for those who received the policy intervention and those who didn't, if we look closely at those people near the policy threshold.
The final condition is that the threshold is only the cut-off for the policy you are trying to evaluate. If other policies use the same cut-off, then you would be evaluating the effect of all of them together. For example, free school meals are offered in England if parental income is below a certain threshold. However, at the time of writing, the same threshold also entitles the parent to Universal Credit. If we used RDD we would not be evaluating the effect of free school meals; we would be evaluating the combined effect of free school meals and Universal Credit (and anything else which uses the same income threshold).

Day-to-day policymaking provides plenty of opportunities to use this design, as many schemes are allocated using numerical scales and criteria – even how people are sentenced to prison, as researchers who conducted an RDD to explore the impact of imprisonment on reoffending discovered. An RDD is a great design choice in a case like this, where a randomised experiment would not be possible to conduct. But it does have a key drawback. Because it’s focused on people either side of a policy threshold, the results aren’t usually generalisable to everyone in the study or in the broader population. They are however still useful for many policy-relevant decisions, like whether the entry criteria for a policy benefit should be changed, or if a programme should be cut. RDD does not provide us with answers about impact on the whole population. Because they only consider a small subset of the wider population, RDD usually requires a larger sample size than a randomised design. This is not normally a problem for programmes implemented on a national scale, if nationwide administrative data is available, but may be a significant issue on smaller scales.

Researchers use statistical tests and models to explore complex relationships between the comparison and intervention group, and account for potential sources of bias. In a 2002 book on making causal inferences (claims about cause and effect) Prof William Shadish and colleagues published a helpful table of different ways to strengthen the basic RDD. For those newer to evaluation, the World Bank’s Impact Evaluation in Practice book is free online and an excellent guide. For a more technical audience, Lee and Lemieux (2010) provide a good guide.
3.13 Matching

USP: Matching is useful when there’s lots of data available but it’s not possible to randomise – it creates a comparison group by ‘matching’ people who receive an innovation with similar people who don’t. It’s best if people had little or no control over whether they received the intervention.

The main principle of a matched experiment is to create a comparison group by matching ‘units’ – those might be individuals, households, populations or areas – who receive an innovation, to apparently similar ‘units’ who do not. We judge the similarity of units based on observed data, such as the age, gender and income of individuals or the inspector’s rating, grade average and number of pupils in a school.

The success of a matching approach turns on how comparable a matched sample really is. Suppose we want to evaluate the effect of a testicular cancer screening programme, which anyone is eligible for but has been marketed to the over-55s, and requires patients to proactively book an appointment with their doctor. Bob the 56-year-old man has received the intervention and is matched with Rob the 56-year-old man who has not. Bob and Rob are comparable on the data that we have, but the knowledge that Bob proactively booked an appointment and Rob did not has changed things: Bob might be more health conscious than Rob (and will probably have better outcomes which we will mistakenly attribute to the screening programme), or Bob might know that he is at particular risk of testicular cancer because a relative had it (in which case he will probably expect a worse outcome and we will mistakenly conclude the screening programme is harmful). If the patients had less active control over whether they were screened (for example, if certain GPs offered the service to everyone in their practice but other GPs didn’t), then matching would be more appropriate.
One matching technique that has gained popularity in recent years is propensity score matching (PSM), coined by Professors Paul Rosenbaum and Donald Rubin in a 1983 article. Rather than matching directly on characteristics such as age or school size, PSM first uses this data to predict how likely a unit is to have received the intervention. For example, a school with a ‘good’ rating and 1,000 pupils might have a 10 per cent chance of receiving an improvement programme, whereas a school with a ‘requires improvement’ rating and 250 pupils might have a 75 per cent chance. Once these ‘propensity scores’ (from which the method takes its name) have been calculated, treated units are matched with untreated units with a similar propensity score to create a comparison group. This avoids a problem which often arises, that once you have several pieces of data relating to a unit (person, household, population) it is hard to find a comparator that matches all of them. PSM only matches on the measure that matters: the chance to have been treated.

Once a propensity score has been calculated for everyone receiving an innovation, and everyone in the potential pool of comparison, ‘matching algorithms’ pair up beneficiaries with non-beneficiaries. The use of an algorithm helps to produce a close match. Once all the matches are selected, researchers can compare average outcomes for the two groups. They will also run tests to make sure the comparison group selected is similar enough.

There are plenty of pros and cons to a matching design. One strength is that because it involves bringing together lots of data, it means conducting thorough background research on all the factors affecting outcomes. It will also draw on theory of how the innovation works, in order to explore which factors are most critical. All this research means that PSM can help answer some detailed and policy-relevant questions about who a policy innovation might benefit the most.

The downside of this is that PSM requires very good data, and lots of it – usually high-quality administrative data, often linked to other sources, or perhaps a large survey. The more holes there are in the data, the weaker the matches will be, and the less reliable the results. These strengths and challenges come out in the example below, which draws learning from one part of the evaluation of Sure Start (Box 14), an early intervention programme that has aimed to improve the lives of children and their families in England since 1999.

Box 14: Studying the effects of early intervention over time

Sure Start was introduced in 1999 to improve life chances for young children growing up in highly disadvantaged areas. It took a new approach to early intervention by trying to work in a more holistic way with families and communities. It was one of the first – and remains one of the largest - ‘area-based’ policy programmes in the UK. In the early years of the project local areas had lots of control over how services were delivered, and local Sure Start teams developed community-specific solutions. This changed in 2005 and 2006 when local authorities began running the programme as Sure Start Children’s Centres. By 2009-10 Sure Start accounted for £1.8 billion in public spending. An evaluation, started in 2001, aimed to study what the effects for children and families were over time. It looked at the impact on 500,000 children living in 150 communities as they grew up. Here, we look at how the evaluation team used propensity score matching (PSM) to find out what effects the programme had for children aged seven, over two years after their last contact with the programme.

Sure Start was rolled out quickly, and a decision was taken by the government not to run a randomised trial at the time. But evaluators were able to draw on a longitudinal dataset called the Millennium Birth Cohort Study (MCS) to
create a comparison group. MCS has followed the lives of around 19,000 young people born across England, Scotland, Wales and Northern Ireland in 2000-2001. For Sure Start evaluators, the MCS provided a vital source of data which enabled them to use a PSM design. They identified comparison areas and were able to shed light on how Sure Start had impacted families over years. They identified 172 comparison areas, including 1,879 children.

Despite the data available, the study faced methodological challenges. There was a two-year gap between the Sure Start data and the Millennium Cohort Study data, as the two hadn’t started at the same time. In addition, MCS did not include as many economically disadvantaged families as Sure Start. These factors meant that evaluators had to do additional statistical work to reduce bias in the study, and the bias could not be eliminated entirely.

Despite these challenges, they found some valuable results. Sure Start had beneficial effects on family function and maternal wellbeing which persisted to age seven. Mothers in Sure Start areas reported engaging in less harsh discipline and providing a more stimulating home learning environment for their children. Importantly, the study was also able to explore some of the impact on more disadvantaged groups. In the past, evidence had suggested that the most disadvantaged families – with single parents, or no working family members – experienced some adverse effects as a result of the intervention. This time, the researchers found positive rather than negative impacts. Lone parent and workless households reported better life satisfaction than the comparison group.

Teams providing Sure Start had learnt from past negative results and were engaging more productively with more vulnerable groups. These positive effects had persisted years after the end of early years care, although the evaluation found no consistent impacts on child educational development, social or behavioural outcomes. Despite the challenges, evaluation has provided a vital source of learning for the programme over the years, which in June of 2019 was found to have major health benefits for some of the poorest children in England, reducing hospital admissions by up to 19 per cent by the time children are 11.

As the evaluation of Sure Start shows, PSM is most useful when we have lots of information; it requires an evaluation team with thorough knowledge of the sector and context, as well as lots of data and a large sample size. It relies on there being a wide enough range of possible comparisons available to create overlap between people receiving an innovation and those who don’t; this overlap is technically called ‘common support’. Importantly, PSM assumes that there are no unobserved differences between the comparison group and those receiving an innovation, like a behavioural characteristic that makes someone more or less likely to respond well to a policy idea. This cannot be measured but it should not be ignored, and it introduces an important potential source of bias. But, when done well and used in an appropriate situation, PSM can provide rich information about the participants of a programme, and how impacts might be different across population sub-groups, though it can’t give us as much certainty as a randomised trial – and getting it right is often a challenge.
### 3.14 Difference-in-difference

**USP:** DiD comes in handy when a policy is introduced in one area or region, but not in another place that’s similar or has comparable trends, and is on a similar trajectory pre-intervention. It compares the change after intervention in the treated area with the change after intervention in the comparison area (hence ‘difference-in-difference’).

In 1855 John Snow, a doctor working in Soho, London, published research that proved that cholera was a water-borne disease. Before that, the medical community believed that the disease – spread by sewage dumped into London’s waterways – was transmitted through ‘miasma’, or ‘bad air’. John Snow became the founder of modern epidemiology, the discipline of how health and disease work at scale – and his breakthrough study of cholera also invented the difference-in-difference design.293

Difference-in-difference (DiD) tracks what happens to a group who receive an innovation over time, before and after an innovation is introduced. It also tracks changes for an identified comparison group. It then compares trends for both groups and calculates the relative change in outcomes between the two, to arrive at an estimate of impact.

DiD relies on taking thorough (and ideally multiple) baseline (or pre-test) measurements about those who receive an innovation and those who don't, to understand what is happening for both groups before the innovation is introduced. Measurements are then taken after the innovation is introduced – or, in some designs, at several different points – to see what has changed. The effect of the intervention is then estimated as the difference between the change in the ‘treated’ group and the change in the ‘untreated’ group (hence the name ‘difference-in-difference’).

DiD is only useful when the experiment and comparison group have historically followed the same trends over time and would be expected to do so in future. This can be partly verified: we can check that the trends were similar historically but not whether they would have stayed that way if no intervention happened. It is also important to understand that we only need the trends to be the same, not the overall level (so an outcome like pupil attainment doesn't need to be the same in both, just the direction it is going in over time). A DiD can be used between two settings that have radically different outcome levels overall, as long as when one setting experiences an increase or decrease in the outcome measure, the other one does as well by a similar amount.

A DiD study that explored the impact of abolishing school league tables in Wales provides a strong example of this (Box 15). Wales and England have historically similar education systems that have followed the same patterns in the past, even though Welsh and English outcomes are not at the same level, they tend to both rise or fall together.
Box 15: Do school performance tables raise educational standards? The difference-in-difference between Welsh and English education policy

Between 1992 and 2001, secondary school performance tables were published annually in both England and Wales. After the devolution of power on education policy, the Welsh Assembly took the decision to abolish the publication of these tables in 2001. Other aspects of the education systems remained the same: both followed a common curriculum, kept the same exam processes in place, and had the same school inspection system. In almost all aspects, ‘the education systems of the two countries were practically identical until devolution of power’ – this was the only policy change differentially affecting the two school systems.\(^\text{194}\)

This similar set-up – and historically parallel trends – allowed researchers to investigate the effects of the change, and evaluate the effect of publishing league tables, by using a DiD design. This meant investigating the changing patterns in school performance in the two nations before and after the policy change. They also had a third point of comparison: primary schools, where no change had been made (the third dimension of whether a school is primary or secondary gives rise to what researchers call a ‘triple difference’). The researchers hypothesised that removing the accountability provided by school league tables could have a negative effect on outcomes – and they were right. They found that doing away with school league tables reduced the effectiveness of Welsh schools. On average, the percentage of students receiving at least five good GCSE grades fell by 3.4 per cent per school, though the top-performing quarter of schools was unaffected.\(^\text{195}\)

When the comparison group is chosen well, trends between the two groups should follow two roughly parallel lines – with school grades consistently rising, for example. After the introduction of the policy, impact can be seen on the graph if outcomes for the experiment group start to deviate from the trend.

Figure 19: A difference-in-difference estimation of impact

Source: Adapted from Columbia University, *Population Health Methods*, as of 2019
Devolution, regional, local or phased policy changes all provide good opportunities to use the difference-in-difference design.\textsuperscript{196} It requires ample data, but is a valuable option for exploiting ‘natural experiments’, when geographically specific policy innovations are implemented and we want to understand what impacts these have had. DiD rests on two key design assumptions. The first is the assumption that the trends are parallel, something we can easily see in Figure 19. ‘Parallel trends’ assumes that trends for participants and non-participants would have been equal over time if there were no intervention. This includes any trends we aren’t able to observe or measure.

Researchers can use statistical tests to try to investigate the parallel trends assumption as long as historical data is available. (If it isn't, then DiD is a very risky choice as it relies on untestable assumptions). Generally, it is wise to compare the trends with other settings where we would also expect them to be parallel (other regions which are not part of the study, for example). There may be unobserved factors that could easily trip up a DiD design. A nice example is a study looking at the impact of a vaccination policy. We could ask whether there are things that might affect vaccination rates across places and time and that we don't have good measures for – like parental attitudes, which are strongly influenced by peer groups and can change in one location but not another. In this case, where we have a clear example of an important factor we cannot measure and which might not obey the parallel trends assumption, DiD will not be a good design choice.\textsuperscript{197}

The other design assumption is called ‘common shocks’. This means that, for a DiD analysis to hold true, any unrelated events (or shocks) that occur within the period we are studying are expected to affect both groups equally. For example, if the length of the school day were to change across the UK, we’d need to assume that students in England and Wales reacted the same way. While researchers can take measures to reduce the threat of bias from parallel trends, we can't test whether or not we are right in assuming that both groups will react the same to common shocks and this limits the robustness of DiD designs.\textsuperscript{198} The impact of an unrelated event can introduce what academics call 'history bias', which may distort findings.\textsuperscript{199}

For more complex policy innovations or research studies that involve multiple groups receiving an innovation, more nuanced DiD designs do exist. The main one is a ‘difference-in-difference-in-difference’ (tongue twister, we know), where another group is added to the design. In the evaluation of school policy in Wales, researchers introduced a point of comparison, primary schools, making the study a ‘triple difference’, or DDD for short.

A DiD design cannot be used if other major changes have occurred in the same time period. And, it requires that good data is available across the whole time period in question, which can raise some immediate practical challenges.\textsuperscript{200} While DiDs are an imperfect design, they can be a pragmatic option for understanding the impacts of a policy that’s already in train.\textsuperscript{201} If an RDD is available then it is usually preferable to a DiD, since it makes far fewer assumptions and they can generally be more rigorously tested.
3.15 Synthetic control

**USP:** A data-driven approach useful to understand policy changes that have already taken place, by comparing many individuals, populations and places over time.

Synthetic control is a relatively recent and promising approach developed by two researchers from the Basque Country, who together wanted to understand the impact of terrorism on economic growth in the País Vasco, a contested region of Spain. Their study worked by creating a comparison for the Basque Country from a collection of other regions in Spain. It used available data collected from different places and times to construct this ‘synthetic’ comparison region, based on a combination of statistical averages. This is the ‘synthetic control’: a synthesised comparison made up from places or people – called the ‘donor pool’ – who may not individually be comparable to the intervention group, but taken together display similar characteristics. For example, if an intervention region has 30 per cent of its population from a particular ethnicity, then it could be approximated by taking two-thirds of an untreated region with 40 per cent from that ethnicity, and one-third from a region with 10 per cent.

To do this in practice when there may be multiple dimensions and metrics to balance, the researchers invented a novel statistical approach. It was popularised in 2010 when a second study was published, accompanied by a free, open-access software programme called Synth that helps anyone use the synthetic control method. In a study that investigated California’s anti-smoking law Proposition 99, the researchers used synthetic control to argue that the legislation dramatically reduced tobacco sales. To do this, it looked at relevant variables – like data about smoking behaviour – and studied how it changed over time in California and many possible comparison states. Relevant factors and outcomes in these states were averaged, and averages given more or less statistical weight in the analysis. When combined, the result is a ‘synthetic California’ that simulates what the states’ smoking outcomes would have been, if Proposition 99 had not been passed.

**Box 16: Using synthetic control to measure the success of California’s anti-smoking laws**

In 1988 California passed Proposition 99, a law which increased tax on cigarettes by 25 cents a pack. These taxes produced over $100 million in revenue, which was earmarked for spending on health and anti-smoking education budgets, as well as media campaigns and clean-air policy. But researchers wanted to find out: did it work to reduce smoking? No state in the US was directly comparable to California. Trends in smoking were varied; and no individual state brought together all the factors needed to create a good enough comparison. Synthetic control allowed them to find the attributes and patterns that matched California’s in a range of states and bring them together to create a model comparison state. They started by identifying what factors would predict changes in smoking behaviour before the policy change was introduced: the price of cigarettes, the age of the population, how much beer they consumed, and what income levels were for example. They looked at how those factors had changed in the past, to get a sense of how trends went over time. Then they identified comparable states in the period before the innovation, going back as far as 1970. Using synthetic control, Alberto Abadie and his colleagues estimated that, by 2000, sales of cigarettes had dropped by 26 packs per person due to the legislation. This was a much bigger impact than earlier estimates had suggested.
For this method to be useful, no similar policy measures can have been introduced in the relevant time period which would have an effect on the innovation or the outcomes of interest, in this case smoking behaviour. Synthetic control shares some similarities with difference-in-difference (DiD). Instead of relying on only a few comparison areas, it uses a more complex model. As a result, it may be less susceptible to bias than a DiD design. Synthetic control can also be used within a DiD design: if a suitable comparator was not available, a synthetic one can be created as a weighted average of a number of comparison units.

This design can be used to investigate impacts at the aggregate level too: across regions, states or countries. There have now been many different kinds of policy innovations tested, such as the impact of Japan’s nuclear power facilities on citizens’ income levels.

Synthetic control relies on an understanding of which factors influence the outcome we are interested in, and reliable data on those factors across the whole ‘donor pool’, as well as for those units (in our case California) who did receive the innovation. If we do not have this knowledge, then the synthetic control may not be as comparable to the intervention group as we would like; as a result, the difference between them is not because of the innovation. One way to check this is to study whether the synthetic control and intervention groups appear to agree on pre-intervention outcomes. In the study on tobacco in Box 16, the authors began their analysis with data from 1970. This allowed them to build a model that was sensitive to factors that might influence change over a long time period, and use that to construct the synthetic control. The deviation of ‘synthetic’ California away from ‘real’ California can then be more readily separated out – as Figure 20 shows.

Figure 20: Synthetic California cigarette sales per capita

Source: From The Urban Institute, 2017
The authors of the tobacco study argue that a key strength of this method is that it is transparent and data-driven. Anyone can access the data in the free software Synth, and other analysts can use it to run tests and interrogate results to see how well they stand up to scrutiny. In 2016, another team created a complementary software package that aims to build on Synth that’s also available online, called synth_runner. While its proponents value its transparency, the flip side of its use of machine learning is that can be less transparent – and harder to understand – for non-experts and decision-makers.

Synthetic control is an emerging approach: we have lots to learn about how best to analyse results, and in what situations the results are reliable. The normal statistical tests that scientists use to interpret results – tests of ‘statistical significance’ – can't be used with Synth due to the artificial nature of the comparison. Statistics is in some sense the study of natural variation, and it can tell you when a variation is so big that it is ‘un-natural’. Any comparison involving a synthetic control is already un-natural, so the usual statistical rules do not apply. Analysts are still working out the best way to robustly test the findings of synthetic control. We don't advise policy evaluators to use synthetic control without a thorough understanding of its limitations. The statistics behind synthetic control is complex; if you are considering using it, do seek expert statistical advice.
Pre-experiments 'perturb and observe': they make a change in the world, and seek to understand what effect it has had, using a single group. Like the other designs in this inventory, they investigate the counterfactual: ‘what would have happened to those people who received this innovation, if the innovation had not taken place?’. Instead of using a control or comparison group, pre-experiments use individuals’ past outcomes to estimate the counterfactual. They compare people in the present, who have received an innovation, with those same people in the past, before they received it. This approach is less effective at assessing causality, so pre-experiments are not usually helpful for establishing whether or not our idea is effective. But, they are useful designs when we want to probe and discover, shape new hypotheses, and flesh out novel ideas by trying them out in practice.

Some pre-experiments focus on two measurement points: before (pre) and after (post) an innovation is introduced. Others take repeated measurements across a time period, to get a more nuanced reading of change or as continuous innovation takes place. Some approaches, like rapid cycle testing, can be used for formative evaluation: improving what you do, and how you do it. Others, like prototyping, are focused on building a solution with a better chance of success through stakeholder engagement. Each design in this section faces threat from different kinds of bias (some of which are summarised in Table 2).

When we are aware of their limitations, pre-experimental designs can help us learn about the ingredients of a successful solution. They emphasise the groundwork that must be done to develop policy ideas with promise. Innovations developed with pre-experiments can be more rigorously evaluated with quasi-experimental or randomised designs.
3.16 Pre-post test

**USP: The simplest design, compares outcome measures before and after an intervention.**

The pre-post design is the most basic of all the approaches in this inventory and serves as a foundation for the pre-experimental designs in this section. In its simplest terms, a pre-post design takes measurements about outcomes for a group receiving an intervention before (pre) and after (post) the intervention takes place. It then calculates the difference between them, to see what’s changed. A pre-post design can also be called a before and after test: it gathers pertinent information about participants and the outcomes that are relevant to the innovation before and after it’s introduced. To take an example, if we wanted to find out whether a training programme helped adults develop new digital skills, we could administer an online test before they received the training and then after, to see whether they performed better after being trained. As with all kinds of trial, we’d want to know some basic things about participants – like their age, job title and previous experience perhaps; and we would aim to design a questionnaire that tested the outcome of a specified set of digital skills – like their competency with different kinds of software.

There are some serious limitations to a pre-post design, which stem from the fact that it doesn’t use a control or comparison group, and that (in its simplest form) it only takes measurements at two points. The lack of a control or comparison group means that it is very possible that any differences between outcomes could be due to a factor other than the introduction of an intervention. Changes in outcomes measurements could be due to different types of bias – like history bias, where an event or experience that isn't the innovation impacts on the group. Another is testing bias, which means that if a test (our online digital skills test, for example) is administered to the group before and after, they...
might do better the second time around just because they've seen a similar test before, and know what you're looking for (but not because their general digital skills have improved). A pre-post design is generally more appropriate if:

- You do not expect much ‘outside influence’ on the outcome
- The duration of the trial is reasonably short
- Data about the outcome can be gathered fairly unobtrusively without ‘training’ individuals in the experiments (so perhaps using a data collection process that exists already, to avoid testing bias).

The main sources of bias, and the reasons why results from a pre-post test might be misleading, are detailed in Table 2.

**Table 2: Threats to internal validity**

<table>
<thead>
<tr>
<th>Threat</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>History</td>
<td>An event or experience impacts on individuals during the intervention period.</td>
</tr>
<tr>
<td>Maturation</td>
<td>Normal changes over time (like getting tired, older, or more experienced) affect the group in question during the intervention and affect outcomes.</td>
</tr>
<tr>
<td>Testing</td>
<td>The test administered to the group to gather pre-intervention measurements conveys new knowledge to them – and influences how they score on the second, post-intervention test.</td>
</tr>
<tr>
<td>Instrumentation/reporting</td>
<td>Changes to the process of measurement between the pre and post tests (for example, inconsistencies in the data collection method used, who uses it, and how).</td>
</tr>
<tr>
<td>Regression-to-the-mean</td>
<td>If the sample was selected because they were extreme in some way (for example, if we selected roads to have additional road safety measures introduced on the basis that they were accident hot-spots) then we can expect their future outcomes to be less extreme, even if the treatment is completely ineffective. This bias is fatal to a pre-post design: if you have chosen who gets the intervention based on their past performance then a pre-post design will give you no indication at all whether the treatment worked and you need a comparison group.</td>
</tr>
<tr>
<td>Drop out</td>
<td>Individuals drop out of the intervention, creating a difference between pre-intervention and post-intervention measures that is not due to the innovation being evaluated.</td>
</tr>
</tbody>
</table>

For these reasons, a pre-post design is not a good option for understanding effectiveness and finding out what works. It could be a more viable option for developing an idea and refining it before it's more formally trialled. Before using a pre-post design, we should consider one-by-one the threats to the internal validity of the test. These are possible alternative explanations for observed results other than the innovation, and you should try to mitigate them. We only recommend this design if no other alternative is possible, as a last resort. It's worth considering too if it might be combined with other types of evaluation to generate more useful results. Depending on your aims, the other pre-experimental designs we explore in this section may be a better fit for developing your hypotheses, consulting with others on what a solution should look like, or trying out a new idea.
### 3.17 Rapid cycle testing

**USP: Iterative experiments useful for local problem-solving, that create a rapid feedback loop between testing, re-design and re-testing.**

Rapid cycle tests are a family of experiments being pioneered by early adopters in the US, Sweden, Canada and the UK. They draw on diverse sources of inspiration – like improvement studies and implementation science in health, and ‘lean startup’ and ‘lean impact’ approaches in the emerging social research and development (social R&D) sector.²¹³ Rapid cycle tests take a more flexible approach to evaluation, building on basic pre-post designs to create an iterative approach. They take multiple measurements over a longer time period, as innovations are re-designed and re-tested, and focus on solving the problems that face decision-makers locally.

Rapid cycle tests are conducted in lots of ways, but most are underpinned by ‘plan-do-study-act’ (PDSA), a template for involving practitioners, leaders and researchers in developing and testing innovations that was developed in healthcare improvement. Rapid cycle tests build on this practitioner-led model to create series of small experiments. **Figure 22** shows this iterative approach, in which multiple small trials are conducted, and results are built upon over time. Other ways of doing rapid testing are usually a twist on this design: Dartington Service Design Lab, which is leading the way on doing rapid testing in new policy areas in the UK, uses a five-step process that aims to combine new evidence with user-centred design.²¹⁴ Rapid tests emphasise continuous learning and often require the whole organisation to plan, collect and analyse data. Some approaches rely on frontline staff testing things out and have little or no input from expert evaluators. Others draw on the expertise of both practitioners and researchers, and use more advanced measurement techniques.

Rapid cycle testing obviously lacks the rigour that more formal experimentation methods gain by using a comparison or control group, but this may not matter very much depending on the context. If you are running an online platform for example, you control the entire user journey and, if it is not particularly susceptible to outside events, then any change you observe post-treatment can reasonably be attributed to the change that you made. This is particularly true given the rapid nature of the experiments: there has been little time for anything in the outside world to change.
Some of the most developed examples of rapid testing can be found in the US. At Harvard University, the Centre on the Developing Child is testing out ideas highlighted by America’s National Scientific Council on the Developing Child, a multi-disciplinary collaboration that works to promote the science of early childhood development. Through a project called Frontiers of Innovation, researchers and practitioners work together to turn ideas from research into interventions for children and families. One example of this is Learning Through Play, a programme developed with researchers at the University of California that draws on science about how children develop ‘executive function’ – the cognitive skills that help them pursue tasks and goals – in their early years. The researchers created a programme that supports adults and children to play games together to develop these skills. Rapid cycle testing will often start with a small feasibility test with about ten families, then be iterated.
with 20 or 30, and then, if an innovation shows promise, tested with a bigger sample and a control or comparison group. In this context, ‘promise’ does not usually mean a statistically significant improvement (the experiment is too small for that): any improvement after the intervention would be considered evidence of promise, and grounds for further testing.

Other organisations are using rapid tests to innovate in public services. Nesta’s People Powered Results team runs 100 Day Challenges that search for new ways improve health and care services by bringing together multi-disciplinary teams. Like others, they look at how changes to the practice of service delivery can create a more effective system. The US Centre for Employment Opportunities, which supports people who have been in prison, is using rapid tests to explore having staff with experience of the criminal justice system deliver their support programme. Based on evidence that suggests that people with lived experience might be better at building relationships, they are providing special training to these staff mentors, and running rapid cycle tests to see if the innovation can improve how engaged participants are, or reduce drop-outs from the programme.

Many applications of rapid testing (including the one above) focus on adapting projects to make them more appropriate for a specific group of people or in a particular context. The Family Nurse Partnership (Box 17), a home-visiting programme providing support for first-time young mothers, is exploring how this might be done at a national scale in the UK, adapting a big evidence-based programme originally created in the US.

**Box 17: Adapting the Family Nurse Partnership**

The Family Nurse Partnership (FNP), founded by David Olds, was the first evidence-based programme for families taken to scale in England. The programme is committed to robust evaluation to test whether good outcomes can be achieved in different contexts outside of the US. The programme, which is delivered under licence, provides support for first-time young mothers from trained nurses or midwives who visit between pregnancy and the child’s second birthday.

In 2016, the programme was evaluated with a randomised controlled trial, and found to have little added benefit over normal care. Because the programme has an internationally recognised evidence base – including three RCTs in the US – the FNP National Unit decided to customise the programme to make it more flexible, personalised and cost-effective in the UK. They partnered with Dartington Service Design Lab on an ambitious new project called FNP ADAPT – Accelerated Design and Programme Testing.

FNP ADAPT draws on improvement approaches to adapt, test and learn about the FNP programme, while respecting its strong evidence base. Its aim is to identify changes that enable FNP to better meet the needs of families. At the outset, the project brought together a multidisciplinary team of FNP nurses, supervisors and commissioners from each participating area, alongside researchers, to co-produce changes to the programme. Participants worked together to develop logic models, as well as ‘dark logic’ models to map possible unintended harm that might result from the changes – for example, that new content might mean less time for other aspects of the intervention. Routine data collection in FNP – a licence requirement – meant that the team were able to use (and build on) a good existing quantitative dataset. Both quantitative and qualitative data helped to inform decisions about whether innovations should be kept, tested further, or abandoned.
Rapid cycle tests require good quality data which is easily and quickly accessible to monitor the effect that changes have. Being able to test innovations this way requires having good ‘baseline’ measurements – that is, a good knowledge of the service, system and participants before changes are made, as well as during and after. They also require training for and commitment from staff across the organisation, to monitor and test innovations. There may be certain kinds of social policy intervention that are more amenable to rapid testing; NSPCC, for example, is using rapid tests to evaluate place-based approaches, like its Together for Childhood initiative. Rapid tests may be a particularly good fit for projects like these, which foreground local, community-centred knowledge creation.

At the moment, we don't have strong evidence to show that rapid cycle testing is consistently effective at improving the impact of innovations in the long-term. One challenge is that rapid testing can look very different across projects and sectors, so it’s hard to work out what might make them effective in general. A second limitation is that, in some cases, we don’t know what the unintended consequences of making changes to an existing programme might be. This is a question that researchers and practitioners in public health have been grappling with, and they are creating new frameworks, guidelines and tools to help decision-makers make safe and successful changes to existing projects and policies.

There is potential to combine rapid cycle tests with ‘nimble RCTs’ or ‘hybrid designs’ – randomised experiments that we looked at in Sections 3.3 and 3.10 respectively. The use of these designs would give organisations more certainty about the effects of rapid innovations and the impacts they have for the people they work for, while still maintaining the pace of innovation. The result is similar in spirit to the A/B test (see Section 3.4) which is standard practice in industries where innovation and optimisation is routine, such as web design.
3.18 Prototyping

**USP:** An approach to trying out ideas in practice before an innovation is offered to recipients, to get feedback and input from stakeholders, improve the idea and increase its chance of success.

Prototyping is focused on front-loading the risk of failure: by trying out ideas as early as possible, it aims to make small failures happen at the beginning stages of a project, so that the idea which is more formally trialled has a better chance of success. It can also be 'human-centred', focused on user and stakeholder engagement, a way to gather feedback, engage partners and communities, and create buy-in for a new idea. If an idea proves to be unworkable, this is found out before significant resources have been committed; if it needs to be improved then this is discovered at a point where a meaningful decision can be made as to whether to invest in improving it or whether it is better to try something else.

In social science terms, prototypes are not experiments because they don't involve structured testing and evaluation. Nevertheless, prototyping has an important role in helping organisations to think and act more experimentally. They are part of the puzzle of how to embed experimental mindsets, as well as methods. Nesta’s former CEO Geoff Mulgan has argued that there is a craft to developing ideas experimentally: too much too soon can kill a good idea, while too little too late risks social irresponsibility. Prototypes encourage us to reframe potential solutions as hypotheses and approach ideas with a testing mindset. Nesta’s publications *Designing for Public Services* and *Prototyping Framework* aim to make prototyping practical and accessible for government practitioners.

A prototype follows the ‘double diamond’: an iterative process that moves from a version with little detail or functionality (like a rough draft that illustrates the idea) to a version with much more detail and functionality (giving test users a better sense of how it is intended). What’s learnt through early iterations helps create a more refined solution that’s eventually tried out in practice.

**Box 18: The design ‘double diamond’**

Divided into four distinct phases – discover, define, develop and deliver – the double diamond is a simple visual map of the design process.

It proposes that creative processes involve a number of possible ideas being created (‘divergent thinking’) before refining and narrowing down to the best idea (‘convergent thinking’), and this can be represented by a diamond shape. But the double diamond indicates that this happens twice – once to confirm the problem definition and once to create the solution. This means that ideas are developed and refined a number of times, with weak ideas dropped in the process.
‘Exploratory prototypes’ investigate how a solution might look and feel through low-fidelity, low-resource models. A product can be created in cardboard form, a website through a hand-drawn wireframe, a service through role play. These mock-ups can be shared with colleagues, stakeholders and users to elicit feedback. The ideas for exploratory prototypes like these are usually based on pared-down ethnographic methods, where a designer or team observes or interviews service users, or alternatively a workshop or focus group.

‘Live prototyping’ covers later rounds of iteration, when a product or service is trialled at a small scale with users. Live prototypes aim to make operational errors and design flaws obvious and easier to avoid. Unlike a full pilot, a prototype is often a simulation: the new service or website will not be fully up and running and may not be implemented in its normal setting (though it is preferable if it is). Online prototypes are often fairly straightforward to implement and evaluate; the UK Government Digital Service, for example, has a downloadable Prototype Kit which builds new versions of online government services. Online prototypes can be evaluated with A/B tests, an online randomised trial that we covered in Section 3.4. Other types of service innovations can be trickier to develop and evaluate. In Chile, Laboratorio de Gobierno’s ‘We are Community’ project provides a good example of how an innovation lab used a quasi-experimental design (see Sections 3.12-3.15) to robustly evaluate a series of prototyped innovations that aimed to help citizens in Santiago feel safer in their neighbourhoods.
Box 19: ¡Somos Comunidad! Making Santiago safer for citizens

Somos Comunidad (We are Community) aimed to find new solutions to citizens’ perception of insecurity and risk in Santiago. Chile’s Laboratorio de Gobierno (LabGob) took a robust approach to evaluating prototypes that were developed collaboratively with the public.

Research showed that Santiago’s citizens had a much higher perception of the likelihood of crime happening than was apparent in the official statistics. To explore the problem, LabGob ran a consultation involving more than 300 people in workshops including police and local government, academics, community leaders and citizens. Several different solutions were proposed and went through iterative prototyping by teams supported by the government labs’ practitioners. One solution was online: an app to report crime or fear of crime, developed with the police. Another was social: the creation of community ‘Task Forces’ who worked with local mayors. These Task Forces explored municipal solutions to anti-social behaviour and involved community police, security experts, and local community members, and tried different ideas out in six local areas. Each Task Force also trained citizens in how to use the online reporting app safely.

While each community was given autonomy to develop its own solutions, the programme was evaluated with the help of the Inter-American Development Bank, using a quasi-experimental method that compares communities to an untreated comparison group. At the time of writing, results were not yet in but Beatriz Hasbún, LabGob’s Learning Experience Designer, is open about the decision to evaluate: “This is a large-scale project and we wanted to work with an independent partner. There are so many different factors that affect people’s perception of security – we felt it was crucial to use a comparison group.” If LabGob sees an impact on outcomes in the evaluation, it will support more neighbourhoods to test the programme. If not, solutions will be improved or discontinued.

Some ways of doing prototyping emphasise the ‘quick and dirty’ over a need for good research design. Prototypes can and should draw on existing research to understand the problem area they are trying to address, like exploring what’s been done before, to see which ideas are most promising. Ad hoc or one-off field visits can only tell us so much because what’s seen in one place, on one day, is unlikely to be representative. And while doing prototyping in workshops or user feedback sessions might provide a useful sounding board, it’s often unclear how groups are managed or who gets invited. It’s likely that different kinds of bias might be at work, like ‘groupthink’, which can lead to poor group decision-making.235

When it comes to live prototyping, there is still relatively little published literature on how these tests work in practice, and the process is likely to vary significantly from project to project. One question is whether prototypes are being evaluated in a way that would really allow them to fail, or whether they could fall into the trap of ‘single loop learning’, where preferred options are given the best chance of success while other ideas are not given a similar chance to show promise.236 A possible solution to this could be to do more ‘parallel prototyping’ where multiple solutions are developed and tested by multiple designers, and to share learning among organisations about what great prototyping looks like.237 US designer Bruce Hanington, co-author of the book Universal Methods of Design, points out that design should aspire to research excellence in order to bring ‘relevance’ together with ‘rigour’.238
Conclusion

Not every experiment is right for your needs and strengths. For instance, running quasi-experimental designs (Section 3.12-3.15) requires complex statistical know-how, whereas there are simple online experimental packages that anybody can use to run A/B tests on the digital delivery of services. Crucially, what’s right for you will depend on what you want to learn about. The important principle is ‘horses for courses’: choosing the kind of experiment that is suitable for your challenge and environment. To help you here, Table 1, summarises all 18 experiments in our inventory.

When making your choice, it is worth thinking about how far you are on your journey of developing an idea. Some early ideas may just not be ready for full-blown RCTs or QEDs. Prototyping may be more what you are looking for (Section 3.18) and emphasises learning with stakeholders about how an idea can be made a good fit for a community or group of users. If you want useful insight quickly, nimble RCTs offer pragmatic, operational learning and formative (improvement-focused) evaluation. Nesta runs 100 Day Challenges in healthcare to focus minds, and focus results. When problem-solving requires pooling the expertise of teams more effectively, rapid cycle testing can combine a collaborative model with a degree of evaluative rigour (see Section 3.17). These approaches can still be grounded in the best available science – and we found great examples of this work from organisations like the Dartington Service Design Lab in the UK and the Harvard Centre on the Developing Child in the US. Prototyping can also be combined with impact evaluation designs, as we saw in the example from Chile’s Laboratorio de Gobierno (see Box 19).

Source: Nesta
However, if you have significant funding, a developed policy intervention, and are about to embark on a national roll-out, a more robust experiment like a randomised trial will give you the evidence you need to make crucial investment decisions. There are many designs out there, suited to a wide range of contexts, sectors and innovations (covered in Sections 3.1-3.11). If a policy or programme is already underway, then you may have to evaluate things retrospectively (not prospectively, as with RCTs or pre-experiments). If this is the case, non-randomised and quasi-experimental designs (QEDs) will help – although it’s worth keeping in mind that they rest on assumptions that may or may not be testable.

The issue may not, however, be time, or how far developed your innovation is. You might want to ask different sorts of questions of your innovation: instead of ‘did this work’, the question could be ‘how and where will this work in practice?’. If that is the case, then hybrid trials (Section 3.10) or realist trials (Section 3.9) – drawing on qualitative research and openness to theory – are your best bet. Multi-site trials too (Section 3.8) point to how we might grow the evidence base by testing portable theory. It’s also worth keeping in mind different approaches to experimental design, particularly the stepped wedge and wait-list designs (Section 3.6), which allow you the option of ensuring that all possible recipients can benefit in the end. When randomisation isn’t possible, there are valuable alternatives: differences-in-differences, propensity score matching, and regression discontinuity (Sections 3.12-3.15).

Whatever experiment you choose, we hope that you avoid the common myths and misunderstandings – like those about ethics, costs and speed – and do not use these as reasons not to experiment and improve. We have shown that there is a diversity of trials, and that some design innovations have helped to answer critics (see our history of experimentation in Section 1 along with Annex B, which covers both criticisms and responses).

No approach is perfect, and no design offers easy answers. Many innovations fail to make a difference; making better policy takes hard work and investment. According to Jon Baron, Vice President of Evidence Based Policy at the Arnold Foundation, and a long-standing advocate of randomised experiments, most projects evaluated by an RCT show little impact. In education, 90 per cent of interventions evaluated in RCTs by the US Institute for Education Sciences had weak or no positive effects.xiv This lack of progress should not, however, depress us. It is a reminder of how difficult it is to make a difference (and how unwise it is to assume that just because an innovation is new and sounds attractive, that it will improve outcomes in practice). It has been dubbed Rossi’s Iron Law of evaluation, after the American sociologist Peter Rossi, who declared that: “The better designed the impact assessment of a social program, the more likely is the resulting estimate of net impact to be zero.”239 This law means that the more technically rigorous we are in how we evaluate, the more likely are its results to show no effect. As former Australian Government minister and advocate for RCTs, Andrew Leigh has argued:

"Rossi’s Law doesn't mean we should give up hope in changing the world for the better. But we ought to be sceptical of anyone peddling panaceas. The belief that some social programs are flawed should lead to more rigorous evaluation and patient sifting through the evidence until we find a program that works."240
To do this, we need to draw on many different tools and drive innovation in how we learn about making change. ‘Sifting through the evidence’ is not solitary work. Organisations and teams must take an open approach, that allows us to strengthen collective expertise, and identify important lessons more effectively. We must also work across sectors, to link up what we learn above and beyond our own areas of specialism – including with the wealth of knowledge housed in universities and research organisations. There are many areas of policy where experiments are likely to be critical to progress. Fields like renewable energy and Green Deals may be ideal spaces for learning experimentally about how to improve efficiency in the energy sector, or what will work to change behaviour and help businesses take up low carbon practices. Similarly, devolution and regional policy changes, as well as future international collaborations, may provide more opportunities to learn about what works, when, and for whom.

As innovators seeking social good, we know how hard it can be to move the dial towards sustained success. Yet with humility and hard work, we have a duty put our ideas to the test – to stop doing what doesn't make a difference, find out what does, and understand how we can improve people's lives.
Section 4. Useful resources

There are now many resources available to support experimenters. If you are reading this in the UK, a dedicated Trials Advice Panel sits at the Cabinet Office to provide support and advice to government, and for others such as in NGOs, the Test+Build platform, run by the Behavioural Insights Team, provides support on online experimenting.

To encourage the adoption of technology and modern management practices in small and medium-sized enterprises (SMEs), the UK Department for Business, Energy and Industrial Strategy is trialling a new approach to funding experiments through its Business Basics Fund, supported by Innovate UK and Nesta’s Innovation Growth Lab. We now have a network of 12 What Works Centres, many of whom curate and communicate the results of experiments for frontline professionals and decision-makers. This trend is not unique to Britain.

Below is a list of some of our favourite, freely accessible resources:

- **Bit by Bit: Social Research in the Digital Age (2017)** by Matthew Salganik. See chapter 4, Running Experiments. A digital copy is available free online at bitbybitbook.com

- **Designing for Public Services (2017)** from Nesta and IDEO covers prototyping and other design-based approaches to innovating in services.


- **Evaluation: What to consider (2015)** from The Health Foundation covers rapid evaluation, along with approaches to evaluating improvement in health. More insight and blogs can be found on the webpages of its Improvement Analytics Unit.

- **Experimentation Toolkit (2018)** from Innovation Growth Lab (IGL). This practical toolkit is designed to build an understanding of how adopting an experimental approach can be used to make policies more effective.

- **Getting to Moonsht: Inspiring R&D practices in Canada’s social impact sector (2016)** from SiG Canada covers promising examples of social R&D practice.


- **Impact evaluation methods: What are they and what assumptions must hold for each to be valid? (2015)**. A summary factsheet from J-PAL North America.


- **Prototyping Framework (2013)**. The prototyping process outlined in this toolkit was developed by Nesta and thinkpublic.
Test+Build and Predictiv platforms from the Behavioural Insights Team (BIT) allow you to build experiments online, supported by behavioural science.

Testing Social Policy Innovation (2014) from the European Commission. This guide covers both randomised and quasi-experimental designs and can be found on the Alliance for Useful Evidence website.

Test, Learn, Adapt: Developing public policy with randomised controlled trials (2014) from Haynes, Service, Goldacre & Torgerson. A classic guide on RCTs from the Behavioural Insights Team in collaboration with Ben Goldacre, author of Bad Science, and David Torgerson, Director of the University of York Trials Unit.


The London School of Hygiene and Tropical Medicine’s Centre for Evaluation provides resources on methodologies for evaluation in public health.

Using Randomised Controlled Trials in Education (2017) from SAGE. A quality resource from education specialists at Queen’s University Belfast.

<table>
<thead>
<tr>
<th>GOV.UK Prototype Kit. This kit rapidly creates HTML prototypes of GOV.UK services.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quality &amp; Improvement: Theory &amp; Practice in Healthcare (2008) from NHS Institute for Innovation and Improvement &amp; Manchester Business School summarises some of the improvement approaches discussed. More resources can be found at NHS Improvement online.</td>
</tr>
<tr>
<td>Quasi-Experimental Designs and Methods (2014) from UNICEF. A brief for the charity sector on QEDs.</td>
</tr>
</tbody>
</table>
Annex A: Experimental jargon buster

**Bias:** In simple terms, bias is when ideas or evidence about something are skewed or unfairly weighted in one direction or another. In experiments, bias is a general term for any phenomenon which causes us to mis-estimate the effect of an intervention in a systematic way (for an example, see *selection bias* below). Bias can be present in experiments if they are not well designed and will affect the strength of findings; it may cause researchers to over- or underestimate the effects of an intervention, for example. Bias is usually something to be avoided, but in some situations, it may be better to accept some bias if the alternative is to have a very imprecise estimate (known as a *bias-variance trade-off*).

**Causal inference:** When we say ‘intervention X causes effect Y’ we are making a causal statement (literally, a statement referring to what causes what). With a sufficiently robust experiment (such as an RCT or regression discontinuity), we can make such statements with confidence if the results of the experiment support them. With weaker or more exploratory designs, such as the pre-post design, we cannot say that any change is caused by the intervention, so those designs are not considered to be causal. Sometimes, if a trial would be causal but some unexpected event introduces a significant bias or other threat to the validity of the trial, the trial is said to have ‘lost causality’, meaning that you can no longer make a causal statement about the effect of the intervention.

**Confounder:** Trials generally try to ‘isolate’ the effect of the treatment as much as possible. A confounder is anything that could have an effect on the outcome which we would mistakenly attribute to the treatment. This usually depends on the design as well as the phenomenon. For example, if there were a positive time trend in the outcome and we were using a pre-post design, then we could mistakenly attribute the increase to the intervention and the time trend is a confounder. If we were using an RCT or a DiD design, then the time trend would not be a confounder, since it also applies to the comparison group (it ‘cancels out’ and we do not attribute it to the intervention).

**Construct validity:** This is the extent to which the theoretical concepts that form the basis of an experiment are accurate – and so whether or not an experiment is really testing the hypothesis it aims to. This is tricky because experiments sometimes test abstract constructs, with contested meaning. In a quasi-experimental evaluation a few years ago on the UK social programme Troubled Families, evaluators faced a problem when they realised that although the programme claimed to be for ‘troubled families’, it had actually been piloted with poorer families. These are not the same thing, so it became very hard to test the programme’s theory – and also likely that the pilot targeted the wrong people.243 (It’s worth noting though that a new evaluation from the Ministry of Housing, Communities and Local Government has addressed some of these limitations.244)

**Contamination:** Sometimes called spillover or spillover effect, contamination is when the treatment has an effect on ‘units’ outside the intervention group. These effects can be either positive or negative. If the intervention is some form of advice, then individuals who receive it may tell their friends outside the intervention group, affecting their outcomes. Alternatively, if the intervention uses messaging along the lines of ‘you have been specially selected for...’ then participants outside the intervention group may think they haven’t been selected and aren’t eligible, which reduces their chances of doing whatever you wanted them to do. Contamination is a source of bias and is to be avoided if possible, unless doing so would make the experiment prohibitively large.
**Controlled experiment:** These are experiments that allocate some people to receive an intervention and others to a control group. In a randomised experiment, people are allocated to different groups by chance. In quasi-experimental designs, a comparison group will be created using statistical methods.

**Counterfactual:** The literal definition of *counterfactual* is ‘something that didn’t happen’. In the context of an experiment, the word is usually used to refer to ‘what would have happened to the treatment group if we hadn’t treated them’. This is never directly observed (that’s why it’s called a *counterfactual*), and the quality of an experiment can be judged by how well the control or comparison group approximates the *counterfactual*.

**Experimentation vs innovation:** Experimentation and innovation are sometimes used interchangeably, but they are not the same thing. Innovation is defined in the Cambridge English Dictionary as a new idea or method, or the use of new ideas and methods in the development of products, designs or ideas. Social innovation applies this process to social problems. The European Commission describes social innovations as ‘new ideas that meet social needs, create social relationships and form new collaborations. These innovations can be products, services or models addressing unmet needs more effectively.’ Experimentation, on the other hand, is an approach or set of tools that innovators might use.

**External validity:** Sometimes called ‘transportability’ or ‘generalisability’, this means the extent to which the results of an experiment can be applied more generally, in other places and times than those in the experiment. This depends on several things, like the kind of question the experiment addressed, the sample size and composition (in particular how representative the sample was of the wider population), and the generalisability of the context in which the experiment took place, i.e. if the experiment took place in a very unusual setting, it’s less likely the results will be relevant in other settings. It also depends on how much we know about the innovation in question, and how it aims to create change: do we understand the mechanisms? Did we only learn what works, or also why? It’s worth keeping in mind that theory is portable.

**Fidelity:** This word is commonly used to mean faithfulness. In an experimental context, it describes the extent to which an intervention is implemented as its designers intended.

**Hypothesis:** A statement that is to be tested. If posed as a question, it is a research question (for example, ‘what is the effect of taking an aspirin each day on a patient’s stroke risk?’). Research questions are used in all kinds of research and will guide the research design, methodology, data collection method, and analysis approach used. In statistical testing, the null *hypothesis* states that an intervention has no effect (for example, ‘taking an aspirin each day has no effect on a patient’s chance of having a stroke’) and the alternative *hypothesis* states that the treatment does have an effect. The alternative *hypothesis* may or may not specify more about the nature of the effect. For example, ‘an aspirin each day reduces the stroke risk’; ‘an aspirin each day changes the stroke risk’ or ‘an aspirin each day reduces the stroke risk by 20 per cent’ are all valid alternative hypotheses. An experiment will either provide enough evidence to reject the null *hypothesis* in favour of the alternative, or it will provide insufficient evidence (the null *hypothesis* can never be ‘proven’, similar to how a court of law will not find a defendant ‘innocent’, only ‘not guilty’).

**Heterogeneity (of treatment effects):** This is about how an intervention might affect people differently: treatment effect *heterogeneity* is the extent to which a treatment has differential causal effects on different people or units of the experiment. These are important because different units might respond differently to different programmes or solutions. For example, households with high levels of energy consumption might respond more to an experiment testing the effect of an electricity-saving intervention than households whose energy consumption is already low.
**Internal validity**: *Internal validity* is about whether the experimental process was performed correctly, in a way that makes the test administered valid within the context of the experiment. Good internal validity allows us to say with confidence that X caused Y, because we have eliminated A, B and C — and any other factors that might be messing with our test — within the structure of our experiment. This is one of the strengths of lab experiments: they enable precise and clear tests by controlling the environment of the experiment. *Internal validity* is why it’s important to get the implementation of experiments on the ground right.

**Natural experiments**: These are events which replicate experimental conditions, but which happened naturally (or if they are man-made, weren’t intended as experiments when they were implemented). For example, when a new policy was rolled out across the country it may have been implemented on a rolling region-by-region basis, with the next region being chosen randomly each time, because it was logistically impossible to roll out to everywhere at the same time. The roll-out happened in this manner for purely logistical reasons, but because it was identical to the stepped wedge experimental design, we can treat it as though it were an experiment and use the resulting data to evaluate the policy. Natural experiments generally arise when some external factor causes the innovation to be implemented in an apparently random way.

**Selection bias**: A phenomenon where trials can produce misleading results because of how the experimental groups were sampled or observed. For example, if we are measuring the effect of a voluntary programme that citizens can enrol themselves in, we might consider comparing the later outcomes of those who enrol themselves versus those who don’t. This introduces selection bias, because people who proactively sign up for programmes tend to be more motivated and may be different in other ways, and this has knock-on effects on their final outcomes. Even if the intervention didn’t do anything, you would probably conclude that it did because the intervention and comparison groups were different.

**Unit (also experimental unit)**: This usually refers to whoever or whatever we measure outcomes for. Not to be confused with a cluster. If, for example, we have a randomised trial where each school receives the same intervention, but the outcome of interest is pupil performance, then the pupils are the units and the schools are the clusters. If the outcome of interest was a school’s Ofsted rating then the school would be the unit, since the outcome relates to the whole school rather than an individual pupil. This usage of the word unit is not universal, and some sources will use the word unit to mean what would normally be called a cluster.

**(Un)observable**: As the name suggests, a quantity or action is observable if it can be observed in a quantitative way (such as exam results, an individual’s age, whether someone changes their energy provider and so on). Something is unobservable in quantitative research if it is an intrinsic trait, such as an individual’s motivation or laziness. You may be able to make an imperfect measure of these traits with a survey, but there will always be aspects which are not captured with a numeric measurement. Unobservable quantities are a common source of bias in experimentation and the more robust experimental designs, such as the RCT, are able to reduce the negative consequences of unobserved variables.
Annex B: Common criticisms of RCTs and responses

| Randomisation is unethical | The ethics of randomised experiments have been hotly debated. One criticism is that it’s unethical to experiment on humans and to deny people an intervention that could help them. A common question here is: ‘Why give a treatment that can help one group but deny it to the control group?’ In medicine, a common ethical principle in trials is ‘medical equipoise’, which states that: ‘Trials can only be justified if there is genuine uncertainty in the expert medical community about the preferred treatment. A physician must have an equal state of uncertainty – or ‘equipoise’ – between the available options.’ If we do not know whether the intervention works or is even detrimental to outcomes, it is ethically acceptable to randomise. If we know it works (for example, through the use of previous randomised trials or other evidence, not just theory or ‘common sense’) we should not be randomising. Wherever there are sensitivities, ethical approval should be sought from an ethics committee in a university or governing organisation in the relevant area. |
| Trials are expensive and time-consuming | A common misperception is that trials can be very expensive and time-consuming. The origins of this critique come from clinical trials for drugs that are time-consuming and expensive due to the regulatory burden and standards that the trials must meet. But there is nothing inherently expensive with an RCT in a non-medical setting. Online experiments like A/B testing (see Section 3.4), or nimble RCTs (see Section 3.3) can be fast and cost-effective. There is nothing inherently expensive in a trial compared to other types of evaluation. The resource-intensity can come from the intervention (such as a big new welfare programme), or the evaluation itself (such as surveying thousands of people). But none of that burden is unique to trials. Implementing policies which have no effect is also expensive and time-consuming. |
| Participants will think randomisation is unethical | This is a genuine problem and can reduce the generalisability of results if those agreeing to be randomised do not form a representative sample. The set-up of a trial should incorporate discussions with those who will be running it regarding the principles behind randomisation. If participants understand why they are being randomised they are more likely to take part. |
### Limited generalisability
It can be hard to generalise from a single experiment to the wider world. The unique context of one time and place means that it can be difficult to learn policy lessons to roll out nationally. The best way to respond to this is to replicate any trial in multiple locations. Replication is an important part of experimental science and social science. It's also possible to test interventions in multiple places to grow the evidence base (see multi-site trials, Section 3.8), and to use more mixed-methods research (see realist trials, Section 3.9). Local context will always be a critical factor in learning from experiments. But it's also an issue for any form of evaluation or any roll-out of a policy.

In a recent piece online, Eva Vivalt has pointed out, "It's not that RCTs have uniquely bad external validity – it's just that generalizing from any study to guess implications for different programs elsewhere on the planet is hard work."[251]

### We cannot practice blinding in research trials involving social policy
In a drug trial, patients, doctors and researchers can be made unaware of what treatment patients are receiving (a double-blind placebo trial). In research in other areas – such as education, welfare and crime reduction – this is rarely possible since the intervention is clearly visible to all concerned. We are, however, often able to blind those involved in the measurement of outcomes. The lack of blinding is a problem for social policy research trials due to the propensity for intervention group participants to ‘try harder’ (known as the Hawthorne Effect). However, other evaluation methods will rarely improve on this since they will also not operate blinding.

### An RCT doesn’t tell us how something worked – and for whom, and under what circumstances
In general, a trial does not tell us how the intervention works. True. It tells us whether an intervention has worked. This is a good argument for qualitative work happening in parallel with any trial that also seeks to clarify how the intervention is causing any measured effect. Some types of trials can also help us ‘look under the hood’ to see why something has worked, such as realist trials (see Section 3.9), or ‘how’ something works using hybrid trials (Section 3.10), as well as multi-site trials, that tell us more about ‘who’ (Section 3.8). In some areas, like economics, trials may be more deeply rooted in theory, and explore the mechanisms driving results.

### The complex interplay of systems and structures within social policy means that large-scale policy changes are difficult to trial with an RCT
The introduction of a new social policy or programme may involve a whole raft of different interventions, laws, regulations, funding, and changes to practice. Trialling the whole policy may be unfeasible. However, it could be possible to test some specific aspects of the policy, such as a change to welfare programme, or a new tax incentive. If that is not possible, it may just be that an RCT is unrealistic, and other types of evaluation are more practical, such as quasi-experimental designs (see Sections 3.12–3.15), or pre-experiments (see Sections 3.16-3.17) on rapid iterations in the roll-out of the policy. The Medical Research Council is leading the way on providing guidance on evaluating and experimenting in complex systems (see our list of resources in Section 4).

It is also worth noting that experiments are possible in challenging multifaceted areas, such as on ‘complex contagion’ and how innovations spread like social movements or new social norms (see Box 8, which covers the work of Damon Centola).

---

**Source:** Adapted from NFER, 2010[250]
Endnotes

Roman numerals

i. Definitions of what constitutes an experiment tend not to be consistent. We follow William Shadish, Thomas Cook and Donald Campbell (2002); Martin Ravallion (2018) and Matthew Salganik (2017) who define an experiment as a kind of trial, with different designs and forms of control. Try William Shadish, Thomas Cook, and Donald Campbell, Experimental and quasi-experimental designs for generalized causal inference (Wadsworth Cengage Learning, Boston, MA, 2002).

ii. We discuss several of these debates in the section on ‘The Basic RCT’ in this report. For reference, see critiques from Lant Pritchett (2018) ‘The Debate about RCTs in Development is over. We won. They lost.’ Development Research Institute Blog, NYU. Available at: http://www.nyuudri.org/events-index/2018/2/22/lant-pritchett-talk-the-debate-about-rcts-in-development-is-over-we-won-they-lost. Also, this article summarising some debates resulting from the Nobel Prize in Economics: Piper (2019) ‘The Nobel went to economists who changed how we help the poor. But some critics oppose their big idea.’ Vox. Available at: https://www.vox.com/future-perfect/2019/12/11/20938915/nobel-prize-economics-banerjee-duflo-kremer-rcts

iii. Advocates of RCTs are often termed ‘randomistas’. In some cases, this is considered an insult – but many also use it positively, such as Andrew Leigh in his 2018 book, Randomistas.

iv. Many early attempts at experimenting in the UK failed because decision-makers jumped the gun on making policy before results were in. Gough and Breckon provide a review of early UK policy experiments in Breckon & Gough (2019) ‘Using Evidence in the UK’ in What Works Now, edited by Boaz, Davies, Fraser & Nutley. The Magenta Book is included in our list of further resources in Section 4.

v. Find out more about how NSPCC are learning about their services and explore their resources at NSPCC Learning: learning.nspcc.org.uk

vi. Our Using Research Evidence Practice Guide describes a theory of change. ‘In the early stages of any intervention, it’s important to logically describe what you do and why it matters coherently, clearly and convincingly. This is often referred to as a theory of change, and aims to give a: “…clear, concise and convincing explanation of what you do, what impact you aim to have, and how you believe you will have it. It is a vital foundation of any programme, and a prerequisite for effective evaluation.” A theory of change is a useful way to be more explicit about what evidence you are using from others – and to be clearer about how you are going to get results.’ Jonathan Breckon, Using Research Evidence: A Practice Guide (Alliance for Useful Evidence, Nesta, London, 2016) p16.

vii. One example of a natural experiment is a study of the 2008 Beijing Olympics. It looked at the impact of air pollution in the city, and how this affected health. In preparation for the Olympics, the Chinese Government introduced measures to improve the city’s poor air quality. These measures were reversed after the Olympic period, creating a small window of better quality air in the city. A researcher used this window to compare the weight of babies born in this period to those born in 2007 and 2009, and found they were 23 grams heavier on average, suggesting that air pollution can interfere with how babies develop in the womb. Seizing the opportunity to run this natural experiment made it possible to study something that it would be unethical to study in a randomised experiment. This natural experiment generated important evidence about the harmful effects of pollution. Rich et al (2015) ‘Differences in Birth Weight Associated with the 2008 Beijing Olympics Air Pollution Reduction: Results from a Natural Experiment’ in Environ Health Perspect. 2015 Sep;123(9):880-7. doi: 10.1289/ehp.1408795.

viii. Taking the same example, if we decide to compare people over 65 who received a flu jab to individuals over 65 who didn’t, this is unlikely to resolve all our problems. On the one hand, people who received a flu jab might be different to those who didn’t in some way we can observe – maybe they were the targets of an advertising campaign or received a letter from their doctor. On the other, there could be differences that we can’t necessarily observe or measure – perhaps those who didn’t get a jab are less engaged with health services and avoid going to check-ups. This is likely to impact on their health long-term.

ix. The Campbell Collaboration is a central part of the evidence landscape worldwide. It has produced systematic reviews on social interventions since 2000 and has centres in Denmark, the UK and India. Find out more: https://campbellcollaboration.org

tax. Traditional matching can mean running into problems creating matches and is problematic when using large amounts of data. For example: what if few good comparison individuals exist? Or if no matches are available? In these situations it’s difficult to determine what constitutes a good-enough match.

xi. The UK’s Health Foundation has for example pointed out programmes can’t be seen as packages that can just be ‘copied and pasted’ to new locations; they need to be implemented in a way that’s sensitive to context. See Dixon (2016) ‘Spreading improvement: how to accelerate and the importance of archetypes’ in Khan, The Future of People Powered Health, Nesta, London.

xiii. Many public health programmes are adapted by local teams. One review found that 62 per cent of US evidence-based programmes focusing on HIV/AIDS, mental health, substance abuse, and chronic illnesses had been adapted locally; see Cam Escoffery et al, ‘A systematic review of adaptations of evidence-based public health interventions globally’, Implementation Science 13, no. 125 (September 2018). How these adaptations are made is important: there’s a risk that making changes to programmes could contradict their original evidence-base, making them less effective, or even causing harmful consequences. But, it’s often not clear what the ‘core elements’ or ‘active ingredients’ of a solution are. In public health there are now frameworks to help organisations make safe adaptations, such as ADAPT-ITT, which provides guidance on adapting and testing evidence-based HIV interventions. Some projects, like US sex education programme Get Real, have specific guidance on ‘green light’, ‘yellow light’, and ‘red light’ adaptations. See Gina Wingood and Ralph DiClemente, ‘The ADAPT-ITT model: A novel method of adapting evidence-based HIV Interventions’, Journal of Acquired Immune Deficiency Syndromes 47 (March 2008) Suppl 1:S40–6, and the Get Real website: https://www.etr.org/ebp/programs/get-real

xiv. See Coalition for Evidence Based Policy (2013) Randomized Controlled Trials Commissioned by the Institute of Education Sciences Since 2002: How Many Found Positive Versus Weak or No Effects, Coalition for Evidence Based Policy. For employment and training programmes 75 per cent of RCTs commissioned by the US Department of Labour show weak or no positive effects. The same is true in business. According to the author Jim Manzi, 80 to 90 per cent of RCTs on new products and strategies run by Google and Microsoft have found no significant effects (Jim Manzi, Uncontrolled: The Surprising Payoff of Trial-and-Error for Business, Politics, and Society, Perseus Books Group, New York, 2012, pp. 128 and 142).

Numbers

1. Find out about our EdTech Innovation Testbed at: https://www.nesta.org.uk/project/edtech-innovation-testbed; and read about the Business Basics Programme: https://www.nesta.org.uk/blog/why-you-should-know-about-business-basics-programme
3. The Franklin Institute, Science and Learning Resources, ‘Edison’s Lightbulb’ https://www.fi.edu/history-resources/edisons-lightbulb
18. Experimentation Works (EW) is on Medium: https://medium.com/@exp_works
33. The report was titled When Will We Ever Learn?, the quote is provided in a history of evidence in Howard White (2019) The twenty-first century experimenting society: the four waves of the evidence revolution Palgrave Communications p3. https://www.nature.com/articles/s41599-019-0253-6.pdf
20. Whistleblowers have reported that the expensive IT system is riddled with design flaws and a January 2017 parliamentary inquiry into the system is ongoing. See Commons Select Committee, Work & Pensions, Benefits Sanctions, The role of Universal Support: https://publications.parliament.uk/pa/cm201719/cmselect/cmworkpers/1667/166704.html#_idTextAnchor002 Also see Patrick Butler, ‘Universal credit IT system ‘broken’, whistleblowers say’, The Guardian, 2018 https://www.theguardian.com/society/2018/jul/22/universal-credit-it-system-broken-service-centre-whistleblowers-say
38. Find out more about Experimental Finland at: https://kokeilasuomu.fi/en/frontpage
39. The French Government website on the ‘Garantie Jeune’ can be found here: https://www.service-public.fr/particuliers/vosdroits/F32700


42. Experimental Finland website: https://kokeilevasuomi.fi/en/frontpage

43. Albert Bravo-Biosca and Lou-Davina Stouffs, ‘What are we learning from policy experiments to increase innovation and entrepreneurship?’, Nesta blog, June 2018 https://www.nesta.org.uk/blog/what-are-we-learnings-policy-experiments-increase-innovation-and-entrepreneurship

44. James Phipps and Lou-Davina Stouffs, ‘Coming soon... the Vouchers Story’, Innovation Growth Lab blog, April 2018 https://www.innovationgrowthlab.org/blog/coming-soon-vouchers-story

45. Dan Hodges, ‘How experiments are improving the way we work’, Innovation Growth Lab blog, August 2018 https://www.innovationgrowthlab.org/blog/how-experiments-are-improving-way-we-work

46. Find out more about Giving Evidence at: https://giving-evidence.com


49. Find out more about States of Change at: https://states-of-change.org


55. Find out more about Edna McConnell Clark Foundation at: www.emcf.org


59. Definitions of what constitutes an experiment tend not be consistent. We follow William Shadish, Thomas Cook and Donald Campbell (2002); Martin Ravallion (2018) and Matthew Salganik (2017) who define an experiment as a kind of trial, with different designs and forms of control. Try William Shadish, Thomas Cook, and Donald Campbell, Experimental and quasi-experimental designs for generalized causal inference (Wadsworth Cengage Learning, Boston, MA, 2002).


71. Find out more about Creative Credit at: https://www.nesta.org.uk/feature/measuring-our-impact/creative-credits

72. Cancer Research UK discusses the phases on clinical trials at: https://www.cancerresearchuk.org/about-cancer/find-a-clinical-trial/what-clinical-trials-are/phases-of-clinical-trials


75. For more details, see Nesta’s Innovation Growth Lab Experimentation Toolkit, Section 1.7 on Limitations of RCTs, included in our list of further resources in Section 4. https://www.nesta.org.uk/toolkit/innovation-growth-lab-experimentation-toolkit


83. For example, if an intervention is shown to be effective in one setting but uncertainty remains about how it will work in others, how much evidence – and how many experiments - do we need to make further trials unnecessary, or unethical?

84. See Demos Helsinki’s website, the organisation helped author the Code of Conduct: https://www.demoshelsinki.fi/en/referenssit/code-conduct-national-ethical-code-conduct-societal-experiments

85. Adrian O’Dowd, ‘Scientists call for more multi-arm clinical trials to speed up approval of new drugs’, BMJ 349:g4812 (2014) https://www.bmj.com/content/349/bmj.g4812


87. Ibid.


91. Ibid.

92. See more about the EdTech Innovation Testbed: https://www.nesta.org.uk/project/edtech-innovation-testbed


100. LabintheWild: https://www.labinthewild.org

101. The Web Experiment List: http://www.wexlist.net


110. Ibid.


112. Test & Build platform: https://www.testandbuild.com; Predictiv platform: https://www.bi.team/bi-ventures/predictiv


115. For example, in a subsidised meal programme experiment in Kenya, upset parents in over half of the control schools organised to raise funds for student meals to match what was being received in the treatment group. See David Greenber and Mark Shroder, The Digest of Social Experiments (3rd ed.) (Washington, DC: Urban Institute Press, 2004) p.399.


117. Ibid.


122. Ministry of Housing, Communities and Local Government, Measuring the impact of Community-Based Language Provision Findings from a Randomised Controlled Trial (National Learning and Work Institute, Ministry of Housing, Communities and Local Government, HM Government, 2018).
123. Interview with Dr Jen Gold, Head of the What Works Team.


130. See Health Education England’s page on Person-centred Care: https://www.hee.nhs.uk/our-work/person-centred-care


138. This has been discussed by researchers over the years. See this perspective from the US in 2004: Lawrence Sherman and Heather Strang, ‘Experimental Ethnography: The Marriage of Qualitative and Quantitative Research’, The ANNALS of the American Academy of Political and Social Science 595 no. 1 (2004): 204–222. https://doi.org/10.1177/0002716204267481


152. Ibid.


158. Registration of The Community Youth Development Study on ClinicalTrials.gov: https://clinicaltrials.gov/ct2/show/study/NCT01088542?show_desc=y#desc


161. Ibid.


169. Ibid.


171. Ibid.

172. Ibid.


176. Ibid.


183. All evaluation documents are available at the evaluation homepage at Birkbeck University’s site: http://www.bbk.ac.uk


185. Ibid.


187. Ibid.

188. Ibid.


191. Ibid.


195. Ibid


197. Ibid.


202. Note that averages are ‘weighted’, which affects how they are combined. See Robert McClelland and Sarah Gault, The Synthetic Control Method as a Tool to Understand State Policy’ (Urban Institute, Washington DC, March 2017).


205. Ibid.


208. Ibid.


211. Ibid.


214. You can find out more on Dartington’s approach and its work with Chance UK, a mentoring charity, on its website in this blog article: Deon Simpson, ‘To help London’s children, one mentoring service is improving itself first’, Dartington Service Design Lab blog, 26 July 2019 https://www.dartington.org.uk/media/1246/fnp-adapt-interim-report.pdf.

215. Find out more at: https://developingchild.harvard.edu/science/national-scientific-council-on-the-developing-child


217. Find out more online about People Powered Results: https://www.nesta.org.uk/project/people-powered-results

218. Interview with Brad Dudding, formerly Chief Impact Officer at the Centre for Employment Opportunities.


222. See ‘FNP Next Steps: Developing and Improving the Programme’, Family Nurse Partnership: https://fnp.nhs.uk/fnp-next-steps


225. Interview with Tim Hobbs, Director of Dartington Service Design Lab.

226. Interview with Jon Brown, Head of Impact at NSPCC.


228. See our list of useful resources in Section 4.


232. For guides on roleplaying, creating simulations and other ideas, see our Designing for Public Services Guide in Section 4: Useful resources.


234. GOV.UK Prototype Kit: https://govuk-prototype-kit.herokuapp.com/docs


244. See the 2019 evaluation by Ministry of Housing, Communities and Local Government, National evaluation of the Troubled Families Programme 2015-2020: Findings (Ministry of Housing, Communities and Local Government, 2019).

245. Cambridge Online Dictionary definition of innovation at time of writing.

246. See European Commission website on Social Innovation: https://ec.europa.eu/growth/industry/innovation/policy/social_en
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